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Abstract

We build a class of copula models that captures time-varying dependence across large panels of financial assets. Our models nest Gaussian, Student’s $t$, grouped Student’s $t$, and generalized hyperbolic copulas with time-varying correlations matrices, as special cases. We introduce time-variation into the densities by writing them as factor models with stochastic loadings. The proposed copula models have flexible dynamics and heavy tails yet remain tractable in high dimensions due to their factor structure. Our Bayesian estimation approach leverages a recent advance in sequential Monte Carlo methods known as particle Gibbs sampling which can draw large blocks of latent variables efficiently and in parallel. We use this framework to model an unbalanced, 200-dimensional panel consisting of credit default swaps and equities for 100 U.S. corporations. Our analysis shows that the grouped Student’s $t$ stochastic copula is preferred over seven competing models.
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1 Introduction

Copulas provide a general approach to measuring dependence among groups of random variables. They are an important tool in econometrics for pricing portfolios of assets and measuring their risk. A major issue in the recent development of copulas for financial applications is the ability of the parameters that measure dependence to change through time. This is especially relevant in the aftermath of the 2007-2008 financial crisis, when existing copula models were heavily criticized for failing to capture the actual risk in portfolios of credit default swaps and mortgages.

The main contribution of this paper is a class of copula models with time-varying dependence parameters that provide flexibility in low dimensions yet remain tractable in high dimensions. The class of conditional copula densities we consider includes Gaussian, Student’s $t$, grouped Student’s $t$, and generalized hyperbolic copulas, among others. We introduce time-variation into their dependence parameters by representing them as factor models with stochastic loadings. The proposed copula models have flexible dynamics, factor structures, and heavy tails. As the cross-section dimension increases, the models can exhibit parsimony through their factor structure which also facilitates an estimation procedure with a minimal amount of inverting large matrices. Consequently, the models can easily be used to estimate portfolios with hundreds of assets. In our application, we model daily returns on credit default swaps and equities jointly for 100 major U.S. corporations with a cross-sectional dimension of 200.

Given a collection of random variables, Sklar’s theorem states that their joint distribution can be decomposed into their univariate marginals and the copula function that couples the marginals together, see Sklar (1959) and McNeil, Frey, and Embrechts (2005) and Patton (2009) for surveys of copulas in econometrics. Copulas are distribution functions over the unit hypercube with uniform marginals. A realization from a copula is an $n \times 1$ vector of observed variables $u_t = (u_{1t}, \ldots, u_{nt})$ with $0 \leq u_{it} \leq 1$. We are interested in the class of
copulas that can be represented as a non-linear, non-Gaussian state space model

\[ u_t \sim p(u_t | \Lambda_t, X_t, \theta), \quad t = 1, \ldots, T \]  
\[ \Lambda_{t+1} = \mu + \Phi \lambda (\Lambda_t - \mu) + Q \eta_t, \quad \eta_t \sim N(0, \Sigma) \]  

where \( \Lambda_t \) is an unobserved state vector, \( X_t = (X_{1t}, \ldots, X_{nt}) \) are observable covariates, and \( \theta \) contains all the parameters of the model. In the terminology of state space models (see Cappé, Moulines, and Rydén (2005), Durbin and Koopman (2012)), the conditional copula density (1) is the observation density and the transition density \( p(\Lambda_{t+1} | \Lambda_t, \theta) \) of the state variables \( \Lambda_t \) in (2) is linear and Gaussian. In our work, the state variables \( \Lambda_t \) drive the time-varying dependence of the conditional copula. The focus of this paper is a class of conditional copula densities \( p(u_t | \Lambda_t, X_t, \theta) \) that are flexible yet remain tractable when the cross-sectional dimension \( n \) is large.

Inference in this class of models is challenging because the likelihood of the model is a high-dimensional integral over the path of the latent state variables

\[ p(u_{1:T} | X_{1:T}, \theta) = \int p(u_{1:T} | \Lambda_{1:T}, X_{1:T}, \theta) p(\Lambda_{1:T} | \theta) d\Lambda_{1:T} \]  

where \( u_{1:T} = (u_1, \ldots, u_T) \), \( \Lambda_{1:T} = (\Lambda_1, \ldots, \Lambda_T) \), and \( X_{1:T} = (X_1, \ldots, X_T) \). For stochastic copula models, this integral has no closed-form solution. We develop Bayesian estimation methods for stochastic copula models leveraging recent developments in the literature on Monte Carlo methods called particle Markov chain Monte Carlo (PMCMC) algorithms; see Andrieu, Doucet, and Holenstein (2010). Specifically, we use an algorithm called the particle Gibbs sampler to draw from the joint posterior distribution \( p(\theta, \Lambda_{1:T} | u_{1:T}, X_{1:T}) \) by iterating between the full conditional distributions \( p(\theta | u_{1:T}, X_{1:T}, \Lambda_{1:T}) \) and \( p(\Lambda_{1:T} | u_{1:T}, X_{1:T}, \theta) \). The particle Gibbs sampler allows us to take draws of the latent state variables in large blocks improving the mixing of the algorithm. Moreover, for the proposed class of factor copula models, we show how these draws can be performed in parallel either in the cross-section,
time dimension, or both. To the best of our knowledge, this is the first application of the particle Gibbs sampler in econometrics.

As is typical in financial applications using copulas, we use a two step procedure to estimate a full joint distribution from the observed data $y_t = (y_{1t}, \ldots, y_{nt})'$ for $t = 1, \ldots, T$. First, we specify models for the marginal distributions $F(y_{it}|y_{i,1}, \ldots, y_{i,t-1}, \psi_i)$ for $i = 1, \ldots, n$, where $\psi_i$ denotes the parameters of the $i$-th marginal. From the marginals, we calculate the probability integral transforms $u_{it} = F(Y_{it} \leq y_{it}|y_{i,1}, \ldots, y_{i,t-1}, \psi_i)$ for $i = 1, \ldots, n$ and $t = 1, \ldots, T$ and, in the second step, take these $u_t = (u_1, \ldots, u_{nt})$ as data to estimate the copula. This two step procedure is admittedly not fully Bayesian but it simplifies the estimation problem considerably once the cross-section $n$ is moderately large.\footnote{Most papers in the financial econometrics literature that estimate copulas use a two step procedure. A fully Bayesian procedure requires estimating the copula and marginals simultaneously in one global MCMC algorithm because the parameters of the marginals $\psi_i$ enter the copula. If we were to design one global MCMC algorithm, it would only impact how the parameters $\psi_i$ of the marginals are drawn and not how the parameters and state variables in the copula (1) and (2) are drawn, which is our primary interest.}

Importantly, the marginal distributions of the copula may be different than the marginal distributions $F(y_{it}|y_{i,1}, \ldots, y_{i,t-1}, \psi_i)$ of the data $y_{it}$. In our work, we model the marginal distributions using univariate stochastic volatility models with leverage effects, heavy tails, and asymmetry. Although the CDF’s of stochastic volatility models are not known in closed-form, we show how to calculate the probability integral transforms using the particle filter.

This paper is related to three different parts of the literature on copulas: the building of copulas with time-varying dependence parameters, the estimation of factor copulas, and Bayesian inference for copulas. Our paper makes contributions to each of these literatures as well as a growing literature on the modeling of credit default swaps (CDS).

The econometric literature on copulas with time-varying dependence parameters has grown since they were first proposed by \cite{Patton2006}. Time-varying copulas have been built from Markov-switching models \cite{Pelletier2006}, observation-driven models \cite{Creal2011, Creal2013}, and parameter-driven models \cite{Hafner2012}; see \cite{Manner2012} for a survey. The
papers closest to our paper are Hafner and Manner (2012) and Oh and Patton (2013). Hafner and Manner (2012) is the first and only paper to estimate a state space copula model like (1) and (2). Our work extends theirs beyond the setting of univariate state variables to significantly higher dimensions. Oh and Patton (2013) use the generalized autoregressive score (GAS) framework of Creal, Koopman, and Lucas (2013) to drive the factor loadings of conditional factor copulas through time. As GAS models are observation-driven time-varying parameter models, their copula models do not require the additional integration over the path of the latent variables \( p(\Lambda_{1:T}|\theta) \) as in (3) in order to calculate the likelihood. See Section 2.2.6 for further information.

Factor models are popular in econometrics and statistics for modeling high dimensional data based on a lower-dimensional, parsimonious structure. The single factor, time-invariant Gaussian copula of Li (2000) was the industry standard for modeling defaults prior to the sub-prime financial crisis. Recently, Oh and Patton (2012) and Krupskii and Joe (2013) have proposed more general copulas built from factor models with Oh and Patton (2013) estimating time-varying versions of this model. Murray, Dunson, Carin, and Lucas (2013) provide a Bayesian estimation procedure for Gaussian factor copulas with constant factor loadings.

Bayesian estimation of copulas has drawn considerable interest with work on Gaussian copula regression models (Pitt, Chan, and Kohn (2006)), skewed multivariate distributions (Smith, Gan, and Kohn (2012)), and vine copulas (Min and Czado (2010)), among others. Smith (2011) provides a survey of the Bayesian literature on copulas. Our paper extends the Bayesian literature to dynamic copulas using state space models such as (1) and (2).

This paper continues as follows. In Section 2, we discuss classes of observation densities \( p(u_t|\Lambda_t, X_t, \theta) \) that lead to flexible yet tractable copula models. In Section 3, we design MCMC algorithms for estimation of factor copulas with and without time-varying factor loadings. Section 4 includes an empirical application to an unbalanced, 200 dimensional panel of credit default swaps and equities. Section 5 concludes.

2 Copula-based state space models

2.1 Stochastic factor copula models

A flexible class of stochastic copulas for the observation density \( p(u_t|\Lambda_t, X_t, \theta) \) can be specified as a factor model

\[
\begin{align*}
    u_{it} &= P(x_{it}|\theta), \quad i = 1, \ldots, n, \quad t = 1, \ldots, T \\
    x_{it} &= \tilde{\lambda}_{it}'z_{1t} + \left(\beta_i \odot \tilde{X}_{it}\right)'z_{2t} + \sigma_{it}\varepsilon_{it}, \quad z_t \sim p(z_t|\theta), \quad \varepsilon_{it} \sim p(\varepsilon_{it}|\theta),
\end{align*}
\]

where \( \tilde{\lambda}_{it} \) is a \( p \times 1 \) vector of (scaled) factor loadings, \( \tilde{X}_{it} \) is a \( k \times 1 \) vector of (scaled) observable covariates, \( z_t = (z_{1t}', z_{2t}')' \) is a \( (p + k) \times 1 \) vector of common latent factors with mean zero and \( \text{Cov}(z_t) = I_{p+k} \), \( \varepsilon_{it} \) are idiosyncratic shocks, and \( P(x_{it}|\theta) \) is the marginal distribution function of \( x_{it} \). We use \( \odot \) to denote the Hadamard product. The common factor and idiosyncratic shocks are independent of one another for \( t = 1, \ldots, T \) and \( i = 1, \ldots, n \).

The model is parameterized in terms of scaled factor loadings \( \tilde{\lambda}_{it} \), and a scale parameter \( \sigma^2_{it} \) given by

\[
\begin{align*}
    \tilde{\lambda}_{it} &= \frac{\lambda_{it}}{\sqrt{1 + \lambda_{it}'\lambda_{it} + (\beta_i \odot X_{it})'\beta_i}} \lambda_{it}, \quad \sigma^2_{it} = \frac{1}{1 + \lambda_{it}'\lambda_{it} + (\beta_i \odot X_{it})'\beta_i}.
\end{align*}
\]

where we also have \( \tilde{X}_{it} = X_{it}/\sqrt{1 + \lambda_{it}'\lambda_{it} + (\beta_i \odot X_{it})'\beta_i} \). The rescaling of \( \lambda_{it} \) and
X_{it} ensures that the marginal transformation \( P ( x_{it} | \theta ) \) does not depend on the parameters \( \beta = (\beta'_1, \ldots, \beta'_n)' \) or the parameters governing the transition density \( p ( \Lambda_{t+1} | \Lambda_t; \theta ) \). This will be important for inference in higher dimensions. Stacking the factor loadings together, we define the \( n \times p \) matrix \( \lambda'_t = (\lambda'_{1t}, \ldots, \lambda'_{nt})' \) along with the state vector \( \Lambda_t = \text{vec} (\lambda_t) \) which has dimension \( np \times 1 \) and dynamics given by (2).

For identification, we assume the top \( p \) rows of \( \lambda'_t \) are lower triangular with positive entries on the diagonal. To satisfy the positivity restriction, we specify the dynamics of these \( p \) diagonal elements in logarithms, while all other remaining elements in \( \Lambda_t \) have no sign restrictions. Identification also requires either no constant terms in \( X_{it} \) or setting \( \mu = 0 \) in (2). In Section 2.2.5, we discuss extensions of the model that allow the number of shocks driving \( \Lambda_t \) to be smaller than \( np \). The factor loadings may also exhibit a factor structure.

The densities of the idiosyncratic shocks \( p ( \varepsilon_{it} | \theta ) \) and the common factor \( p ( z_t | \theta ) \) completely determine the conditional copula density \( p ( u_t | \Lambda_t, X_t, \theta ) \).\(^2\) The conditional observation density of \( u_t \) is directly related to the density of \( x_t = (x_{1t}, \ldots, x_{nt}) \) by the change-of-variables

\[
p (u_t | \Lambda_t, X_t, \theta) = \frac{1}{\prod_{i=1}^{n} p (x_{it} | \theta)} p (x_{it} | \Lambda_t, X_t, \theta), \quad x_{it} = P^{-1} (u_{it} | \theta). \tag{7}\n\]

The first term is the Jacobian of the transformation from \( x_t \) to \( u_t \), \( P^{-1} (u_{it} | \theta) \) are the inverse of the marginal distributions, and \( p (x_{it} | \theta) \) are the marginal densities. From (5), the joint density of \( x_t \) is found by integrating out the common factor

\[
p (x_t | \Lambda_t, X_t, \theta) = \int p (x_t | \Lambda_t, X_t, z_t, \theta) p (z_t | \theta) dz_t. \tag{8}\n\]

\(^2\)Although the copula is defined by continuous r.v.’s \( z_t \) and \( \varepsilon_{it} \), the marginal distributions of the data \( y_{it} = F^{-1} (u_{it} | y_{i,1:t-1}, \psi_i) \) may be discrete.
The marginal density and distribution function of $x_{it}$ are

$$p(x_{it}|\theta) = \int p(x_{it}|z_t, \lambda_{it}, X_{it}, \theta) p(z_t|\theta) \, dz_t, \quad (9)$$

$$P(x_{it}|\theta) = \int P(x_{it}|z_t, \lambda_{it}, X_{it}, \theta) p(z_t|\theta) \, dz_t. \quad (10)$$

These are not functions of either $\lambda_{it}$ or $X_{it}$ due to the rescaling in (6). Combining (8)-(10) gives the conditional copula density in (7).

In this paper, we focus on conditional copulas built from the distributions for $z_t$ and $\varepsilon_{it}$ that lead to models where the marginal distributions of the copula $P(x_{it}|\theta)$ are known in closed form and there exist routines to compute their inverse accurately. Knowledge of the marginals is important for practical reasons. The inverse $x_{it} = P^{-1}(u_{it}|\theta)$ needs to be recalculated during the MCMC algorithm every time a parameter within the marginals changes. In some special cases (e.g., the Gaussian copula), the transformation does not depend on any parameters of the model and we can calculate $x_{it} = P^{-1}(u_{it}|\theta) = \Phi^{-1}(u_{it})$ once and take $x_{it}$ as our data. In other cases (e.g., the Student’s $t$ copula), the marginal distributions depend on $\theta$ and the values of $x_{it}$ change as $\theta$ changes. This is why rescaling of $\lambda_{it}$ in (6) is important. Changes in the parameters $\beta = (\beta'_1, \ldots, \beta'_n)'$ or those in the transition density $p(\Lambda_{t+1}|\Lambda_t, \theta)$ impact the copula but they do not enter the marginal distributions.

### 2.2 Alternative models within the proposed family

In this section, we describe a family of conditional copulas $p(u_t|\Lambda_t, X_t; \theta)$ where the marginal densities remain known. The family of models considered includes, among others, the Gaussian, Student’s $t$, and skewed Student’s $t$ copulas. These copulas are characterized by a conditional correlation matrix $R_t$ given by

$$R_t = \tilde{C}_t' \tilde{C}_t + D_t, \quad (11)$$
where $\tilde{C}_t' = \left[ \tilde{\lambda}_t', \left( \beta \odot \tilde{X}_t \right)' \right]'$ is a $n \times (p + k)$ matrix composed of the $n \times p$ matrix of scaled loadings $\tilde{\lambda}_t' = \left( \tilde{\lambda}_1', \ldots, \tilde{\lambda}_n' \right)'$ and the $n \times k$ matrix of observed covariates $\left( \beta \odot \tilde{X}_t \right)'$, and $D_t$ is a $n \times n$ diagonal matrix with entries $\sigma_{it}^2$. Many of these copulas and their properties are described by McNeil, Frey, and Embrechts (2005) for the time-invariant case $R_t = R$ and when there is no factor structure.\(^3\)

This class of copula models has two major advantages in high dimensions. First, from a statistical perspective, the factor structure dramatically reduces the number of time-varying parameters within the model. The conditional correlation matrix $R_t$ has $n(n - 1)/2$ free elements while the factor model can have significantly fewer depending on the assumptions about $p$ and $k$. The second major advantage for high dimensional inference is computational. The inverse and determinant of $R_t$ have simple forms

$$ R_t^{-1} = D_t^{-1} - D_t^{-1}\tilde{C}_t \left( I_{p+k} + \tilde{C}_t' D_t^{-1} \tilde{C}_t \right)^{-1} \tilde{C}_t' D_t^{-1}, \quad |R_t| = \left| I_{p+k} + \tilde{C}_t' D_t^{-1} \tilde{C}_t \right| |D_t|. $$

Given $R_t^{-1}$, the quadratic forms $x_t'^t R_t^{-1} x_t$ that enter the conditional copula densities can be calculated in a computationally efficient way, which is critical as the cross-section dimension $n$ gets large.

### 2.2.1 Conditionally Gaussian factor copula

The conditionally Gaussian factor copula with correlation matrix $R_t$ can be written as

$$ u_{it} = \Phi \left( x_{it} \right), \quad i = 1, \ldots, n, \quad t = 1, \ldots, T $$

$$ x_{it} = \tilde{\lambda}_i' z_{it} + \left( \beta_i \odot \tilde{X}_i \right)' z_{it} + \sigma_{it} \varepsilon_{it}, \quad z_{it} \sim \text{N} \left( 0, I_{p+k} \right), \quad \varepsilon_{it} \sim \text{N} \left( 0, 1 \right). $$

For the Gaussian model, the inverses $x_{it} = \Phi^{-1} \left( u_{it} \right)$ only need to be evaluated once and $x_{it}$ can be taken as the observed data. Murray et al. (2013) consider Bayesian inference for this

\(^3\)In practice, we follow McNeil, Frey, and Embrechts (2005) in defining this class of copulas using $R_t$ as the correlation matrix and do not standardize the distributions.
model when the factor loadings are constant \( \lambda_{it} = \lambda_i \) and \( \beta_i = 0 \).

### 2.2.2 Conditionally grouped Student’s \( t \) factor copula

Conditional on \( \Lambda_t \), a factor copula having a grouped Student’s \( t \) density can be written as

\[
\begin{align*}
    u_{it} &= T(x_{it}|\nu_j), & i = 1, \ldots, n, & t = 1, \ldots, T \\
    x_{it} &= \sqrt{\zeta_{t,j}} \left[ \bar{X}_{it} \tilde{z}_{it} + \left( \beta_i \odot \bar{X}_{it} \right)^{\top} \tilde{z}_{2t} + \sigma_{it} \tilde{z}_{it} \right], & \tilde{z}_t &\sim N(0, I_{p+k}), & \tilde{\varepsilon}_t &\sim N(0, 1), \\
    \zeta_{t,j} &\sim \text{Inv-Gamma} \left( \frac{\nu_j}{2}, \frac{\nu_j}{2} \right), & j = 1, \ldots, G.
\end{align*}
\]

Each series \( i \) belongs to one of \( G \) groups for \( j = 1, \ldots, G \) and for \( t = 1, \ldots, T \). Observations within the same group \( j \) share the same mixing variable \( \zeta_{t,j} \) and degrees of freedom parameter \( \nu_j \). We use the notation \( \zeta_{i,j} \) to indicate that series \( i \) belongs to group \( j \). For a given value of \( R_t \), series in the same group exhibit joint extreme tail dependence because they share a common mixing variable. When there is only one group, the model reduces to the standard Student’s \( t \) copula. Despite different degrees of freedom parameters, the marginal distributions of \( x_{it} \) remain Student’s \( t \) distributions meaning that the CDF and its inverse are standard. However, any change in the degrees of freedom \( \nu_j \) requires inverting the CDF’s to recalculate \( x_{it} = T^{-1}(x_{it}|\nu_j) \).

A slightly different definition of the grouped \( t \) copula with constant correlation matrix \( R_t = R \) was proposed by [Daul et al. (2003)](#) and its properties were studied by [Demarta and McNeil (2005)](#). In their model, the inverse gamma mixing variables are generated from a common uniform random variable at each date.\(^5\) This slightly alters the properties of their copula, as the common uniform variable makes the copula co-monotonic.

---

4 It is possible for each series \( i \) to change its group membership over time. We leave this extension for future research.

5 To generate the mixing variables in their framework, draw \( U_t \sim U(0, 1) \) and invert the inverse gamma CDF as \( \zeta_{t,j} = \text{Inv-Gamma}^{-1}(U_t|\nu_j/2, \nu_j/2) \) for \( j = 1, \ldots, G \) and \( t = 1, \ldots, T \). The posterior distribution is then defined over the uniform variables \( U_t \). In the MCMC algorithm of Section 3.2, draws are taken of \( U_t \) instead of \( \zeta_{t,j} \).
2.2.3 Conditionally skewed Student’s t factor copula

Skewness can be introduced into the marginal distributions of the copula through the skewed Student’s t factor model. The model has the structure

\[
\begin{align*}
    u_{it} &= \text{skew-T} \left( x_{it} | \nu, \gamma_i \right), \\
    x_{it} &= \gamma_i \zeta_t + \sqrt{\zeta_t} \left[ \hat{X}_{it} \hat{z}_{it} + \left( \beta_i \otimes \bar{X}_{it} \right)' \hat{z}_{it} + \sigma_{it} \tilde{\varepsilon}_{it} \right], \\
    \zeta_t &\sim \text{Inv-Gamma} \left( \frac{\nu}{2}, \frac{\nu}{2} \right),
\end{align*}
\]

where \( \gamma_i \) are skewness parameters and all \( n \) series share a common mixing variable \( \zeta_t \). A positive (negative) value of \( \gamma_i \) determines whether the marginal is positively (negatively) skewed. The marginal distributions of the skewed Student’s t copula are all univariate-skewed Student’s t distributions. A “grouped” skewed Student’s t copula can be developed to add flexibility in modeling the tails of the copula. Although the marginal densities are known in closed-form, the distribution function is not and will have to be calculated numerically, which limits this model (at present) to lower dimensions.

2.2.4 Additional copulas

The skewed-t model can be extended to the larger family of conditionally generalized hyperbolic (GH) copulas by choosing the distribution of the mixing variable \( \zeta_t \) to be a generalized inverse Gaussian (GIG) distribution, see Chapter 3 of [McNeil et al. (2005)](http://www.worldcat.org/isbn/9789048160081). The marginal distributions of \( x_{it} \) are GH distributions. The GH model adds additional parameters but it does not exhibit joint extreme tail dependence (other than the skewed t sub-class).

2.2.5 Other dynamics for the state variables

In some applications, the cross-sectional dimension \( n \) may be large making it valuable to build models where the \( np \times 1 \) state vector \( \Lambda_t \) is driven by only \( r \) shocks with \( r << np \). The simplest approach is to define \( Q \) in (2) as an \( np \times r \) matrix and \( \Sigma \) as an \( r \times r \) matrix.
Alternatively, we could redefine $\Lambda_t$ to be a $r \times 1$ vector and set $\text{vec}(\lambda_t) = A + B\Lambda_t$ where $A$ is a $np \times 1$ vector and $B$ is a $np \times r$ matrix of parameters. Restrictions may also be placed on $\mu, \Phi, \Sigma$ and $Q$ to lower the overall number of parameters.

The factor loadings $\lambda_t$ may follow other types of stochastic processes and the basic ideas discussed above do not change. For example, the factor loadings $\lambda_t$ may exhibit one-time structural breaks, regime-switching ([Pelletier (2006)]), or dynamic equicorrelations ([Engle and Kelly (2012)]). Parameter-driven versions of the dynamic equicorrelation models provide a good benchmark model for comparison to factor copulas. They are particularly easy to estimate because they have only a few parameters and state variables. As an additional contribution, we describe dynamic models for one and two-block equicorrelation matrices in the online appendix that, to the best of our knowledge, are new to the literature.

2.2.6 Discussion

[Oh and Patton (2012)] [Oh and Patton (2013)] and [Krupskii and Joe (2013)] consider factor copula models where the distributions of $z_t$ and $\varepsilon_{it}$ in (5) may be non-Gaussian. When the distribution of the common factor $z_t$ is heavy-tailed (e.g. a Student’s $t$ distribution), these models allow for joint, positive extreme tail dependence. However, for arbitrary choices of $z_t$ and $\varepsilon_{it}$, the marginal distributions $P (x_{it}|\theta)$ are not known in closed-form and consequently neither are the observation densities $p(u_t|\Lambda_t, X_t, \theta)$ even if the factor loadings are constant $\Lambda_t = \Lambda$. [Oh and Patton (2013)] and [Krupskii and Joe (2013)] both calculate the likelihood function through a series of low-dimensional numerical integration routines.

When the factor loadings are stochastic and the observation density $p(u_t|\Lambda_t, X_t, \theta)$ is not known in closed form because either or both of the marginals in (9) and (10) contain an unknown integral, the likelihood function (3) has an integral inside another integral. One option is to calculate the integrals for the marginals (9) and (10) by numerical integration assuming that any error introduced at this stage is negligible, especially relative to the Monte Carlo error of integrating over the path of the state variables.
A second option is to calculate each of the marginal distributions by Monte Carlo inside the MCMC algorithm. Algorithms that use Monte Carlo methods (e.g. importance sampling) inside the acceptance ratio of a Metropolis-Hastings algorithm have recently drawn considerable attention in the theoretical literature on MCMC; see, Andrieu and Roberts (2009), Andrieu, Doucet, and Holenstein (2010) and Flury and Shephard (2011). The main point of this literature is that the resulting Markov chain targets the correct stationary distribution as long as the estimates of any unknown integrals within the MH acceptance ratio are unbiased. This approach to estimating factor copulas when the marginal distributions are unknown is currently feasible only when the cross-section dimension $n$ is small.$^6$

2.3 Properties of the copula

In the copula models of Section 2.2 time-varying dependence is characterized by a conditional (linear) correlation matrix $R_t$. This provides an intuitive description of the conditional distributions but it does not provide an understanding of the properties of the unconditional (stationary) distribution. We briefly examine the properties of the copulas by simulating $T = 5000$ observations from a bivariate Student’s $t$ factor copula with $p = 1$ factor.$^7$ In the simulations, we fix the autoregressive parameter at $\Phi = 0.98$ and allow $(\mu, \nu, \Sigma)$ to vary. We set the degrees of freedom to $\nu = (5, 20)$ and the standard deviation of the shocks to the factors as $\Sigma^{1/2} = (0, 0.1, 0.3)$. The values of $\mu$ are chosen to make the unconditional (linear) correlation $\bar{R} = (0.4, 0.69)$ when $\Sigma = 0$ and there are no time-varying factors.

Figure 1 plots the transformed values $x_{it} = \Phi^{-1}(u_{it})$ for 12 different combinations of parameters. The underlying Gaussian r.v.’s and the uniforms r.v.’s used to generate the mixing variables are the same across all the plots. The only variation from one graph to another is the parameters of the model. From left to right across the columns, the standard

---

$^6$We expect that future research will make this feasible through “massively” parallel computing on graphics processing units (GPUs) because each value of $x_{it} = P^{-1}(u_{it})$ can typically be calculated independently for $i, t$.

$^7$For this model, there is only one time-varying correlation. Therefore, we specify the model with only one time-varying factor by setting the $(1,1)$ entry of $\lambda_t$ equal to one for $t = 1, \ldots, T$. 
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deviation $\Sigma^{1/2}$ increases from zero (Gaussian factor copula with constant loadings) to larger values. Comparing the left and middle columns, a moderate amount of variation in the factor loadings does not have a large impact on the unconditional distribution. In the third column, $\Sigma^{1/2} = 0.3$ and the factor loadings vary significantly. Consequently, the model allows for extreme positive and negative correlations, even though the unconditional mean of the factors is positive ($\bar{R} = 0.69$ when $\Sigma = 0$). The conditional correlations have a higher probability of changing their sign as $\Sigma$ increases. The greater the value of $\mu$ the more mass is given to joint co-movements. For a fixed value of $\nu$, increases in the variability of the shocks to the factors do not appear to increase the size of the shocks but only their direction.

Based on simulations from the model, we expect that empirically realistic values for the variance of shocks to the factors will be in the range $\Sigma = (0.005, 0.05)$. These values allow for flexible movement in the conditional correlations through time.

3 Bayesian estimation

3.1 Prior distributions

To reduce the number of parameters in the model, we take $\Phi_\lambda$ and $\Sigma$ to be diagonal in (2) and set $Q = I_{np}$ and $\beta_i = 0$. We place a normal prior on the long-run mean of the factors $\mu_i \sim N(0.4, 2)$ for $i = 1, \ldots, n$, which expresses a belief that the long-run correlations are positive. We use a normal prior on the diagonal elements of $\Phi_\lambda,ii \sim N(0.985, 0.001)$ truncated to the stationarity region and an inverse gamma prior on the diagonal elements of $\Sigma$, i.e. $\Sigma_{ii} \sim \text{Inv Gamma}(20, 0.25)$. The prior mean of 0.985 for $\Phi_{\lambda,ii}$ coupled with a small mean for the diagonal elements of $\Sigma$ indicates a prior belief in persistent factors with a smooth evolution through time. For the initial conditions of the state variable, we inflate the scale on the initial distribution $\lambda_{i,1} \sim N(\mu_i, \Sigma_{ii} \ast 100)$. Collectively, our priors on $(\mu, \Phi_\lambda, \Sigma)$ allow us to have conditionally conjugate updates during the Gibbs sampler. The degrees of freedom parameters $\nu_j$ for $j = 1, \ldots, G$ have a shifted-gamma distribution, i.e. $\nu_j = 2 + \tilde{\nu}$.
where \( \tilde{\nu} \sim \text{Gamma}(2.5, 2) \). This guarantees that the degrees of freedom is greater than two.

For comparison purposes, we also estimate several factor copulas with constant factor loadings as well as two equicorrelation models with Student’s \( t \) errors, see the online appendix for details. In the former case, we place a normal prior on each \( p \times 1 \) vector of factor loadings \( \lambda_i \sim N(0.2 \cdot t_p, 2 \cdot I_p) \). For the one and two block equicorrelation models, the state vectors have dimension one and three respectively. For the equicorrelation models, the priors on the degrees of freedom \( \nu \) and the parameters of the transition density \( (\mu, \Phi_\lambda, \Sigma) \) are the same as above.

### 3.2 MCMC algorithm

Two broad principles that lead to better performance of MCMC algorithms are: (i) to draw as many parameters or state variables in as large a block as possible; (ii) to condition on as few parameters as possible in the full conditional distributions. We describe how to apply these principles for the proposed copula models of Section 2. However, there exist some computational tradeoffs that we highlight for this class of models.

In the factor models of Section 2.2, the common factor \( z_t \) can always be integrated out of all the full conditionals. Nevertheless, a theme of our MCMC algorithms will be that conditioning on \( z_t \) has serious benefits in high dimensions. By conditioning on \( z_t \), the \( x_{it} \) are independent whereas they are not if \( z_t \) is marginalized out. Consequently, almost all steps of the MCMC algorithm can be performed in parallel either in the cross-section, time dimension, or both. For example, under an assumption that \( \Phi_\lambda \) and \( \Sigma \) are diagonal, the factor loadings \( \lambda_{i,1:T} = (\lambda_{i,1}, \ldots, \lambda_{i,T}) \) can be sampled in blocks independently of one another. Although this requires conditioning on \( z_t \), this has little to no impact on the behavior of the MCMC algorithm when the cross-section \( n \) is large and \( p \) is small. This is because for a fixed value of \( p \) uncertainty over \( z_t \) decreases rapidly as \( n \) becomes large. Intuitively, for each date \( t \), a central limit theorem applies in the cross-section as \( n \to \infty \). Our basic recommendation is to condition on \( z_t \) in high dimensions and marginalize over it in lower dimensions.
For the most complex copula model that we estimate, the MCMC algorithm proceeds as follows. Initialize the parameters \( \theta = (\beta, \mu, \Phi, \Sigma, \{\nu_j\}_{j=1}^G) \) and latent variables \( \{\xi_{1:T,j}\}_{j=1}^G, z_{1:T}, \) and \( \Lambda_{1:T} \) by drawing from their prior distributions.

1. For \( i = 1, \ldots, n \) and \( t = 1, \ldots, T \), draw missing observations \( \hat{x}_{it} \) from the factor model (5) and calculate \( \hat{u}_{it} = P(\hat{x}_{it} | \theta) \). In the following steps, we abuse notation and assume that these imputed values are part of \( u_{1:T} \) and \( x_{1:T} \).

2. For \( j = 1, \ldots, G \) and \( t = 1, \ldots, T \), draw the mixing variables \( \zeta_{t,j} \). The full conditional posterior is not known in closed form unless \( G = 1 \) (see the online appendix). We draw these variables using an independence Metropolis-Hastings algorithm, see Chib and Greenberg (1994). We find the mode and inverse Hessian at the mode of the full conditional log-posterior \( p(\log(\zeta_{t,j}) | x_t, z_t, X_t, \Lambda_t, \zeta_{t,j-}, \theta) \), which is performed in logarithms to guarantee positive values of \( \zeta_{t,j} \). We draw a proposal \( \log(\zeta_{t,j}^*) \sim q(\log(\zeta_{t,j})) \) from a Student’s \( t \) distribution with 4 degrees of freedom, mean equal to the mode, and scale equal to the inverse Hessian at the mode. This proposal is accepted with probability

\[
\alpha = \frac{p(x_t | z_t, X_t, \Lambda_t, \zeta_{t,j}^*, \zeta_{t,j-}, \theta) p(\zeta_{t,j}^* | \nu_j) q(\log(\zeta_{t,j}^*))}{p(x_t | z_t, X_t, \Lambda_t, \zeta_{t,j}, \zeta_{t,j-}, \theta) p(\zeta_{t,j} | \nu_j) q(\log(\zeta_{t,j}))}.
\]

3. For \( j = 1, \ldots, G \), draw the degrees of freedom \( \nu_j \). We use the adaptive random-walk Metropolis algorithm of Roberts and Rosenthal (2009). We propose a value of \( \nu_j^* = \nu_j + \varepsilon \) and accept this with probability

\[
\alpha = \frac{p(u_{1:T} | z_{1:T}, X_{1:T}, \Lambda_{1:T}, \zeta_{1:T,j}, \theta^*) p(\xi_{1:T,j}^* | \nu_j^*) p(\nu_j^*)}{p(u_{1:T} | z_{1:T}, X_{1:T}, \Lambda_{1:T}, \zeta_{1:T,j}, \theta) p(\xi_{1:T,j} | \nu_j) p(\nu_j)},
\]

For the one and two-block equicorrelation models, Steps 4 and 8 get dropped because there are no common factors or regression effects. Drawing the missing observations in Step 1 and the MH acceptance ratios in Steps 2 and 3 are also different (see the online appendix). For the models with constant loadings \( \lambda_{it} = \lambda_i \), Step 5 is replaced by a random-walk MH step of Roberts and Rosenthal (2009) where we marginalize over \( z_t \).
where \( p(\nu_j) \) is the prior. In the MH acceptance ratio, new values of \( x_{it}^* = T^{-1}(u_{it}|\nu_j^*) \) are calculated for \( t = 1, \ldots, T \) and all observations \( i \) that are in group \( j \). If \( \nu_j^* \) is accepted, we also accept \( x_{it}^* \) as the new values of \( x_{it} \). If \( G = 1 \), the model is a standard Student’s \( t \) copula and there is only one series of mixing variables \( \zeta_{1:T} \). They can be marginalized out of the acceptance ratio.

4. For \( t = 1, \ldots, T \), draw \( z_t \sim N \left( \left( \bar{C}_t D_t^{-1} \bar{C}_t' + I_{p+k} \right)^{-1} \bar{C}_t D_t^{-1} \bar{x}_t, \left( \bar{C}_t D_t^{-1} \bar{C}_t' + I_{p+k} \right)^{-1} \right) \), where \( \bar{x}_t \) is an \( n \times 1 \) vector with elements \( \bar{x}_{it} = \frac{x_{it}}{\sqrt{\zeta_{it}}} \).

5. Draw the state variables \( \Lambda_{1:T} \) using a particle Gibbs sampler. Conditional on \( z_{1:T} \), the factor loadings \( \lambda_{i,1:T} \) depend only on \( x_{i,1:T} \) and not on \( x_{k,1:T} \) for \( k \neq i \). If \( \Sigma \) and \( \Phi_\lambda \) are diagonal, then \( \lambda_{i,1:T} \) and \( \lambda_{k,1:T} \) are also independent and each series can be drawn in parallel. For \( i = 1, \ldots, n \), draw \( \lambda_{i,1:T} \sim p \left( \lambda_{i,1:T} | x_{i,1:T}, X_{i,1:T}, z_{1:T}, \zeta_{i,1:T,j}, \theta \right) \).

6. Draw \( \Sigma \) conditional on the state variables \( \Lambda_{1:T} \) and \( (\mu, \Phi_\lambda) \). With an inverse gamma prior for the diagonal elements of \( \Sigma \), the full conditional posteriors are inverse gamma distributions, which are standard.

7. Draw \( \mu, \Phi_\lambda \) conditional on the state variables \( \Lambda_{1:T} \) and the variance \( \Sigma \). We use acceptance sampling for the truncated normal distribution for the diagonal elements of \( \Phi_\lambda \), which is standard.

8. Draw \( \beta_i \) for \( i = 1, \ldots, n \). The full conditional distribution is not known in closed-form. We use the adaptive random-walk Metropolis algorithm of Roberts and Rosenthal (2009). We propose a value of \( \beta_i^* = \beta_i + \varepsilon \) and accept this with probability

\[
\alpha = \frac{p \left( x_{i,1:T} | z_{1:T}, X_{i,1:T}, \lambda_{i,1:T}, \zeta_{i,1:T,j}, \theta^* \right) p (\beta_i^*)}{p \left( x_{i,1:T} | z_{1:T}, X_{i,1:T}, \lambda_{i,1:T}, \zeta_{i,1:T,j}, \theta \right) p (\beta_i)},
\]

where \( p (\beta_i) \) is the prior.

Step 5 is an important ingredient of our MCMC algorithm and it is slightly non-standard. It uses a particle filter to draw the state variables in large blocks from their full conditional
posterior distributions. Particle filters are simulation based algorithms that sequentially approximate continuous distributions by discrete distributions through a set of stochastic support points and probability masses; see [Creal (2012)] for a survey. In our work, we use a recent advance in sequential Monte Carlo methods known as Particle Markov chain Monte Carlo (PMCMC) and a particular algorithm known as the particle Gibbs (PG) sampler, see [Andrieu, Doucet, and Holenstein (2010)]. The PG sampler is a standard Gibbs sampler but defined on an extended probability space that includes all the random variables that are generated by a particle filter. The basic idea is that the particle filter creates a discrete approximation (high dimensional probability mass function) to the true full conditional distribution. As the number of particles goes to infinity, the PG sampler draws from the exact full conditional distribution.

We describe the algorithm under the assumption that $\Phi_\lambda$ and $\Sigma$ are diagonal in (2) and let $M$ be the number of particles. The PG sampler starts with a set of existing particles $\lambda^{(1)}_{i,1:T}$ that were drawn from the previous iteration.

For $t = 1, \ldots, T$, run:

- For $m = 2, \ldots, M$, draw from a proposal: $\lambda^{(m)}_{i,t} \sim q \left( \lambda_{i,t} \mid \lambda^{(m)}_{i,t-1}, x_{i,t}, X_{i,t}, z_t, \zeta_{i,j}, \theta \right)$.

- For $m = 1, \ldots, M$, calculate the importance weight:

$$\hat{w}^{(m)}_t \propto \frac{p \left( x_t \mid z_t, X_t, \lambda^{(m)}_{i,t}, \zeta_{i,j}, \theta \right) p \left( \lambda^{(m)}_{i,t} \mid \lambda^{(m)}_{i,t-1}, \theta \right)}{q \left( \lambda^{(m)}_{i,t} \mid \lambda^{(m)}_{i,t-1}, x_{i,t}, X_{i,t}, z_t, \zeta_{i,j}, \theta \right)}$$

- For $m = 1, \ldots, M$, normalize the weights: $\hat{w}^{(m)}_t = \frac{w^{(m)}_t}{\sum_{m=1}^{M} w^{(m)}_t}$.

- Conditionally resample the particles $\left\{ \lambda^{(m)}_{i,t} \right\}_{m=1}^{M}$ with probabilities $\left\{ \hat{w}^{(m)}_t \right\}_{m=1}^{M}$. In this step, the first particle $\lambda^{(1)}_{i,t}$ always gets resampled and may be randomly duplicated.

In the particle filter, the proposal distribution $q \left( \lambda_{i,t} \mid \lambda_{i,t-1}, x_{i,t}, X_{i,t}, z_t, \zeta_{i,j}, \theta \right)$ is chosen by the
researcher to approximate the target distribution $p(x_{it}|z_t, X_{t}, \lambda_{i,t}, \theta) p(\lambda_{i,t} l\lambda_{i,t-1}, \theta)$ as closely as possible, while having heavier tails. At time $t=1$, the proposal distribution simplifies to $q(\lambda_{i,1}|x_{i1}, X_{i1}, z_1, c_{i1,j}, \theta)$ as it does not depend on any earlier particles.

Implementation of the PG sampler is slightly different than a standard particle filter as it requires a “conditional” resampling algorithm to be used. Specifically, in order for draws from the particle filter to be a valid Markov transition kernel on the extended probability space, Andrieu et al. (2010) note that there must be positive probability of sampling the existing path of the state variables that were drawn at the previous iteration. Consequently, the pre-existing path must survive the resampling steps of the particle filter. These authors introduce the conditional resampling algorithm which forces this path to be resampled at least once. We use the conditional multinomial resampling algorithm from Andrieu et al. (2010), although other resampling algorithms exist, see Chopin and Singh (2013).

In the original PG sampler, the particles $\{\lambda_{i,t}^{(m)}\}_{m=1}^M$ are stored for $t = 1, \ldots, T$ and a single trajectory is sampled using the probabilities from the last iteration $\{\hat{w}_t^{(m)}\}_{m=1}^M$. An important improvement upon the original PG sampler was introduced by Whiteley (2010) who suggested drawing the path of the state variables from the discrete particle approximation using the backwards sampling algorithm of Godsill, Doucet, and West (2004). On the forwards pass, we store the normalized weights and particles $\{\hat{w}_t^{(m)}, \lambda_{i,t}^{(m)}\}_{m=1}^M$ for $t = 1, \ldots, T$. We then proceed by drawing a path of the state variables $(\lambda_{i,1}^*, \ldots, \lambda_{i,T}^*)$ from this discrete distribution.

At $t = T$, draw a particle $\lambda_{i,T}^* = \lambda_{i,T}^{(m)}$ with probability $\hat{w}_T^{(m)}$.

For $t = T-1, \ldots, 1$, run:

- For $m = 1, \ldots, M$, calculate the backwards weights: $w_{tT}^{(m)} \propto \hat{w}_t^{(m)} p(\lambda_{i,t+1}^*|\lambda_{i,t}^{(m)}, \theta)$
- For $m = 1, \ldots, M$, normalize the weights: $\hat{w}_t^{(m)} = \frac{w_{tT}^{(m)}}{\sum_{m=1}^M w_{tT}^{(m)}}$.
- Draw a particle $\lambda_{i,t}^* = \lambda_{i,t}^{(m)}$ with probability $\hat{w}_t^{(m)}$.

The draw $\lambda_{i,1:T} = (\lambda_{i,1}^*, \ldots, \lambda_{i,T}^*)$ is a draw from the full-conditional distribution.
The additional backwards sampling pass dramatically improves the mixing of the Markov chain and allows the PG sampler to run with very few particles. In our work, we use $M = 100$ particles. Recently, Chopin and Singh (2013) have analyzed the theoretical properties of the PG sampler, proving that it is uniformly ergodic. They also prove that the PG sampler with backwards sampling strictly dominates the original PG sampler in terms of asymptotic efficiency.

When $\Phi_\lambda$ and $\Sigma$ in (2) are not diagonal, the paths of the state variable $\lambda_{i,1:T}$ and $\lambda_{k,1:T}$ are not independent for $i \neq k$ even if we condition on the common factor $z_t$. There are two ways to proceed. The original PG sampler suggests that we can draw the entire path of the state vector $\Lambda_{1:T}$ jointly in one block. This works well when the dimension of the state vector is small either because $n$ is small or because the state variables exhibit a factor structure. For example, we estimate the one block and two block equicorrelation models (see the online appendix) by drawing the entire state vector $\Lambda_{1:T}$ all at once. Alternatively, when the dimension of the state vector is large, we can draw $\lambda_{i,1:T}$ conditional on all other paths $\lambda_{i-,1:T}$ that are not path $i$. In other words, we can draw from the full conditional distribution $p\left(\lambda_{i,1:T} | x_{1:T}, X_{1:T}, \lambda_{i-,1:T}, \zeta_{1:T,j}^i, \theta\right)$ for $i = 1, \ldots, n$.

4 Application to equities and credit default swaps

4.1 Data

We have collected daily equity returns and log differences in credit default swap (CDS) rates for 100 U.S. Corporations from January 2, 2008 to February 28, 2013. All 100 firms are components of the S&P 500 index. The CDS rate is the 5 year contract with the XR clause. The data on equity prices are from the Center for Research in Securities Prices (CRSP) and the data on the 5 year CDS are from the Markit Corporation. We restrict attention to days when equity markets are open. This makes for a cross-section of $n = 200$ series with $T = 1299$ observations. From these $nT$ total days, there are 2487 observations that are
missing at random.

4.2 Marginal distributions

We model the marginal distribution for each of the \( n = 200 \) series using univariate stochastic volatility models with leverage and skewed Student’s \( t \) errors for the conditional distribution.[9]

Let \( y_{it} \) denote the log-return for the \( i \)-th series. The model is specified as

\[
\begin{align*}
    y_{it} &= W_{it} \beta_{y,i} + \gamma_{y,i} \delta_{it} + \sqrt{\delta_{it}} \exp \left( \frac{h_{it}}{2} \right) \varepsilon_{y,it}, \quad \varepsilon_{y,it} \sim N(0,1), \quad i = 1, \ldots, n \\
h_{i,t+1} &= \mu_{h,i} + \phi_{h,i} (h_t - \mu_{h,i}) + \sigma_{h,i} \varepsilon_{h,it}, \quad \varepsilon_{h,it} \sim N(0,1), \\
\delta_{i,t} &\sim \text{Inv-Gamma} \left( \frac{\nu_{y,i}}{2}, \frac{\nu_{y,i}}{2} \right), \quad \text{corr} (\varepsilon_{y,it}, \varepsilon_{h,it}) = \rho_i
\end{align*}
\]

where \( \beta_{y,i} \) are regression parameters, \( W_{it} \) are exogenous covariates, \( \nu_{y,i} \) is the degrees of freedom, \( \gamma_{y,i} \) determines the skewness, and \( \rho_i \) is the leverage parameter. Integrating the mixing variable \( \delta_{it} \) from the model results in a conditional likelihood \( f (y_{it} | W_{it}, h_{it}, \psi_i) \) that is a skewed Student’s \( t \) distribution where \( \exp \left( \frac{h_{it}}{2} \right) \) is a time-varying scale parameter. The parameters of the model are \( \psi_i = (\beta_{y,i}, \gamma_{y,i}, \phi_{h,i}, \mu_{h,i}, \sigma_{h,j}^2, \rho_i, \nu_{y,i}) \) for each series \( i = 1, \ldots, n \).

For the covariates \( W_{it} \), we include an intercept and five (three) lags of \( y_{it} \) for cds spreads (equities). Priors for the parameters of the model are available in the online appendix.

We estimate the SV models by extending the MCMC algorithm in [Omori et al. (2007)] to include the skewness parameter \( \gamma_{y,i} \), see the online appendix for details. In each MCMC algorithm, we take 20000 draws and throw away the first 2000 draws as a burn-in. Unlike GARCH or GAS models that are commonly used for marginal distributions when working with copulas, the CDFs for SV models are not known in closed form. The CDFs can be evaluated by simulation using the particle filter. After estimating each SV model, we calculate the posterior mean \( \bar{\psi}_i \) and the probability integral transforms \( \bar{u}_{it} = F \left( Y_{it} \leq y_{it} | y_{i,1:t-1}, \bar{\psi}_i \right) \)

[9]Our prior for the degrees of freedom only assigns mass greater than three. However, for some series (particularly CDS), the tails of the distribution are heavy enough that it made sense to drop the skewness parameter and estimate a symmetric Student’s \( t \) model.
Table 1: Summary statistics from the univariate marginals across the 100 U.S. corporations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CDS</th>
<th>Equity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\nu$</td>
<td>$\rho$</td>
</tr>
<tr>
<td>Mean</td>
<td>5.204</td>
<td>0.027</td>
</tr>
<tr>
<td>95% hpdi-width</td>
<td>3.204</td>
<td>0.169</td>
</tr>
<tr>
<td>Min</td>
<td>2.525</td>
<td>-0.016</td>
</tr>
<tr>
<td>Max</td>
<td>10.145</td>
<td>0.065</td>
</tr>
<tr>
<td>Mean</td>
<td>11.234</td>
<td>-0.090</td>
</tr>
<tr>
<td>95% hpdi-width</td>
<td>8.555</td>
<td>0.264</td>
</tr>
<tr>
<td>Min</td>
<td>3.853</td>
<td>-0.303</td>
</tr>
<tr>
<td>Max</td>
<td>20.521</td>
<td>0.051</td>
</tr>
</tbody>
</table>

The table reports for each parameter the average (across 100 firms) posterior mean, the average width of the 95% highest posterior density intervals, and the minimum and maximum posterior mean.

Using the particle filter with $M = 100000$ particles, see the online appendix. In the next step, we take these values $\bar{u}_t = (\bar{u}_{1t}, \ldots, \bar{u}_{nt})$ for $t = 1, \ldots, T$ as our data to estimate the copula.\(^\text{10}\) In practice, we reverse the sign of the PITs for CDS spreads by studying $\bar{u}_{it} = 1 - F(Y_{it} \leq \bar{y}_{it}|y_{i,1:t-1}, \bar{\psi}_i)$. This makes all the correlations across equities and CDS positive on average.

To evaluate the fit of the marginal distributions, we transform the probability integral transforms $\bar{u}_{it}$ into Gaussian variables $\bar{x}_{it} = \Phi^{-1}(\bar{u}_{it})$ for $i = 1, \ldots, n$ and $t = 1, \ldots, T$. We then perform a Kolmogorov-Smirnov test for equality with the normal distribution on the value of the $\bar{x}_{it}$’s for each firm’s CDS and equity series separately. Across the 100 firms, only one model failed the null hypothesis for the equity series while 11 models failed for the CDS series. We also tested for serial correlation in the Gaussian variables $\bar{x}_{it}$, and found no evidence of serial correlation for equities and mild violations for the CDS series. Upon inspection of the latter series, we found that the CDS quotes for these series became stale for short periods of time resulting in periods with zero or close-to-zero log-returns.

In Table 1, we report summary statistics for the posterior distribution of the univariate

\(^{10}\)In a fully Bayesian approach when the marginals and copula are estimated simultaneously, the probability integral transforms $u_{it} = F(Y_{it} \leq y_{it}|y_{i,1:t-1}, \psi_i)$ need to be re-calculated by the particle filter for every draw of $\psi_i$ in the MCMC algorithm. This is feasible when the cross-section is small using the particle Metropolis-Hastings sampler, see Andrieu et al. (2010).
SV models applied to CDS and equity returns across the 100 firms. The table includes the average posterior mean, the average width in the 95% highest posterior density intervals (HPDI), the minimum posterior mean, and the maximum posterior mean. The first two are averages across the 100 firms. On average, CDS returns have extremely heavy tails with an average degrees of freedom 5.2, which is significantly heavier than equities. The volatility of CDS returns is less persistent with an average AR(1) parameter of 0.951 versus a value of 0.978 for equities. The leverage effect does not appear to be important on average for either CDS or equities. The 95% HPDI’s for $\rho$ covered zero for all 100 firms’ CDS and 82 out of 100 firm’s equity. Similarly, skewness does not seem to play a major role on average, as the 95% HPDI covered zero for 80% of the firm’s CDS and 74% of the firm’s equity.

### 4.3 Copula estimation

Given the probability integral transforms from the univariate SV models, we estimate a total of eight different copula models with no exogenous covariates. These include three copulas with one factor and constant factor loadings (Gaussian, Student’s $t$, grouped Student’s $t$), three factor copulas with one time-varying loading (Gaussian, Student’s $t$, and grouped Student’s $t$), and a single block and a two-block equicorrelation model (Student’s $t$). In the two-block equicorrelation model, we separate all the CDS into one block and all the equities into the other block. For the factor copulas, there are a total of $n(n-1)/2 = 19900$ correlations, which will be time-varying for models with random factor loadings.

For the grouped Student’s $t$ copulas, we created a total of $G = 14$ industry groups of unequal size based on each firm’s SIC code. The industries are Oil, Food & Beverage, Pharmaceuticals, Plastics & Chemicals, Paper products, Steel & Refining, Home Appliances, Electronics, Transportation, Water & Natural Gas, Retail, Insurance, Finance (less insurance), Services (advertising). On average each group has 7 firms making for 14 series, as the debt and equity of each firm are always in the same group.

Table 2 contains the AIC, BIC, and log-predictive score (LPS) for each of the copula
The table reports the log-predictive score (LPS), AIC, and BIC for a total of eight models. Three models have constant loadings and three have time-varying loadings. The distributions are Gaussian, Student’s t, and grouped Student’s t. We also report an equicorrelation model and a two-block equicorrelation model with Student’s t errors. The table also reports the posterior mean for ν for the Student’s t models and the range in the posterior mean of ν for the grouped Student’s t models.

These are evaluated at the posterior mean $\bar{\theta}$ of the draws. The likelihood for each of the models is calculated by the particle filter with the exception of the Gaussian and Student’s t copulas with constant factor loadings, as these are known in closed-form, see the online appendix. Calculating the likelihood function in high dimensions for a factor copula with time-varying loadings is challenging due to the dimension of the state vector. Asymptotic results for particle filtering indicate that the variance of the estimator of the likelihood is directly related to the dimension of the state vector. In practice, to estimate the likelihood for the factor models, we run the particle filter multiple times (100) and take the average log-likelihood across the runs. The results in Table 2 indicate that the grouped Student’s t copula with time-varying factor loadings is the preferred model followed by the Student’s t model with time-varying loadings. The grouped Student’s t copula with constant loadings is also preferred to other models with time-invariant loadings by a marked margin.

The degrees of freedom parameter is estimated to be significantly higher for the Student’s t distributions than for the grouped Student’s t models. This is understandable as the number of firms in a group increases (i.e. the cross-section per group becomes large) a central

---

11 The log-predictive score of Good (1952) ranks models according to their predictive ability with smaller values being preferred. The $\text{LPS} = -\frac{1}{T} \sum_{t=1}^{T} \log \left( p \left( u_t | u_{1:t-1}, X_{1:t}, \bar{\theta} \right) \right)$ where $p \left( u_t | u_{1:t-1}, X_{1:t}, \bar{\theta} \right)$ is the contribution to the likelihood and $\bar{\theta}$ is the posterior mean.
Table 3: Results for the grouped Student’s-\(t\) copula with time-varying factor loadings.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>15.80</td>
<td>15.80</td>
<td>14.91</td>
<td>18.97</td>
<td>23.91</td>
<td>16.42</td>
<td>20.37</td>
<td></td>
</tr>
<tr>
<td>15.80</td>
<td>15.80</td>
<td>14.91</td>
<td>18.97</td>
<td>23.91</td>
<td>16.42</td>
<td>20.37</td>
<td></td>
</tr>
<tr>
<td>(1.290)</td>
<td>(1.993)</td>
<td>(2.916)</td>
<td>(3.208)</td>
<td>(3.631)</td>
<td>(2.369)</td>
<td>(6.060)</td>
<td></td>
</tr>
<tr>
<td>(\mu)</td>
<td>0.632, 1.428</td>
<td>0.606, 0.764</td>
<td>0.540, 0.818</td>
<td>0.706, 0.931</td>
<td>0.234, 1.078</td>
<td>0.813, 1.102</td>
<td>-0.060, 0.976</td>
</tr>
<tr>
<td>(\Phi_\lambda)</td>
<td>0.098</td>
<td>0.067</td>
<td>0.068</td>
<td>0.074</td>
<td>0.088</td>
<td>0.080</td>
<td>0.070</td>
</tr>
<tr>
<td>(\Sigma \times 10)</td>
<td>0.938, 0.962</td>
<td>0.921, 0.954</td>
<td>0.916, 0.956</td>
<td>0.924, 0.956</td>
<td>0.930, 0.958</td>
<td>0.914, 0.959</td>
<td>0.928, 0.958</td>
</tr>
<tr>
<td># firms</td>
<td>Electronics</td>
<td>Trans.</td>
<td>Wat. &amp; N. Gas</td>
<td>Retail</td>
<td>Insur.</td>
<td>Finance</td>
<td>Services</td>
</tr>
<tr>
<td>8</td>
<td>(3.746)</td>
<td>(3.176)</td>
<td>(1.277)</td>
<td>(3.017)</td>
<td>(1.675)</td>
<td>(1.146)</td>
<td>(4.729)</td>
</tr>
<tr>
<td>(\mu)</td>
<td>0.598, 1.033</td>
<td>-1.455, 1.261</td>
<td>0.627, 0.800</td>
<td>0.656, 0.814</td>
<td>-1.422, 1.627</td>
<td>0.776, 1.338</td>
<td>0.669, 0.866</td>
</tr>
<tr>
<td>(\Phi_\lambda)</td>
<td>0.082</td>
<td>0.090</td>
<td>0.073</td>
<td>0.066</td>
<td>0.106</td>
<td>0.086</td>
<td>0.070</td>
</tr>
<tr>
<td>(\Sigma \times 10)</td>
<td>0.927, 0.957</td>
<td>0.928, 0.958</td>
<td>0.927, 0.955</td>
<td>0.919, 0.953</td>
<td>0.940, 0.968</td>
<td>0.934, 0.963</td>
<td>0.917, 0.958</td>
</tr>
<tr>
<td># firms</td>
<td>8</td>
<td>8</td>
<td>9</td>
<td>7</td>
<td>7</td>
<td>8</td>
<td>5</td>
</tr>
</tbody>
</table>

The table reports estimates from the posterior distribution of the grouped Student’s-\(t\) copula with \(G = 14\) industry groups. This includes the posterior mean and standard deviation for \(\nu_j\) for \(j = 1, \ldots, G\). The parameters \((\mu, \Phi_\lambda, \Sigma)\) are the range in posterior means across all series \(i\) that are in group \(j\). For each of these values, we report the average posterior standard deviation of \(\mu_i, \Phi_{\lambda,ii}, \Sigma_{\lambda,ii}\) across all series \(i\) that are in group \(j\).

limit theorem takes hold. Consequently, grouped Student’s \(t\) models are more flexible than Student’s \(t\) copulas in handling diversified heavy tails.

In Table 3 we report the parameter estimates for the grouped Student's \(t\) copula with time-varying factor loadings separated into each of the \(G = 14\) industry groups. The estimates of \(\nu\) are the posterior mean and standard deviation while the reported intervals for \(\mu, \Phi_\lambda,\) and \(\Sigma\) are the range in posterior means across the series in each industry group. Below these values in parenthesis are the average value of the posterior standard deviation, which have been adjusted for the serial correlation in the MCMC draws. The estimates of \(\nu\) and the associated uncertainty vary considerably from one industry group to another. The smallest estimated value is 12.14 for the Finance industry and the largest is 23.91 for the Paper industry. The latent factor loadings are reasonably highly autocorrelated but not as high as traditionally found for daily equity returns of univariate GARCH and SV models.
In the top left of Figure 2, we plot the posterior mean (smoothed) estimate of the conditional correlation between all CDS series and, in the top right, we plot the same estimates for equities. In these graphs, estimates from the grouped Student’s $t$ factor copula are compared to the two-block equicorrelation model. For the factor models, the posterior mean correlation for CDS and equities are calculated at each date $t$ by averaging all values of the conditional correlation across series $i$ and $k$ that are both CDS, i.e. $\rho_{t,CDS} = \frac{1}{100(100-1)/2} \sum_{ik} R_{t,ik}$ if both $i$ and $k$ are CDS. A similar procedure is used for equities. The estimates from both models share the same broad trend for both CDS and equities. In addition, the average path of the correlation across equities and CDS have similar dynamics. The conditional correlations are greater after the financial crisis with peaks in both the middle of 2010 and the end of 2011. This is confirmed in the bottom left panel, which plots the average posterior mean across all assets in the entire portfolio along with the 95% highest posterior density intervals.

In the lower right panel of Figure 2, we provide a summary of the variation in the posterior mean correlations across the 100 time series paths for equity and CDS of each firm. At each date, we calculate the posterior mean for each conditional correlation and then report the minimum, maximum, and (20,50,80)-th percentiles. This gives an indication of the wide range of correlation patterns found across series.

In Figure 3, we plot summary statistics from the posterior distribution for several individual firms including Coca Cola, AIG, Boeing, and Goldman Sachs. Each row represents a different firm. The first column includes the estimated posterior mean of the conditional volatility of each firm’s CDS, the second column is the conditional volatility of each firm’s equity, and the final column is Kendall’s (conditional) rank correlation between a firm’s CDS and equity. From the plots, we make the following observations. First, the CDS spread is more volatile than the equity return for each individual firm. In particular, the range in volatility for the CDS spread of Goldman Sachs is about three times greater than its equity return. Second, as expected, the volatility of CDS is higher during the recent credit crisis and declines after the crisis. Third, the volatility of equity returns is also higher at the end
of 2008, and increases at the latter part of 2011. Finally, the Kendall’s tau between the CDS spread and equity return of individual firm varies markedly over time. In general, Kendall’s tau appears to be higher after the recent financial crisis.

Calculation of either Kendall’s or Spearman’s rank correlation (or tail dependence measures) are particularly easy for time-varying Gaussian and Student’s $t$ copulas. Bivariate marginal distributions remain within the same family of distributions and these measures are simple closed-form transformations of the traditional linear correlation $\tau_{t,ik} = \frac{2}{\pi} \arcsin (R_{t,ik})$ for series $i$ and $k$. This expression for Kendall’s $\tau$ does not hold for all bivariate series $i$ and $k$ in the grouped Student’s $t$ copula. However, for bivariate series $i$ and $k$ that are in the same group, the closed-from formula for Kendall’s tau continues to apply for the grouped Student’s $t$ copula employed in the paper. This is because we use the same mixing variable and the same degrees of freedom in each group. If we condition on all the mixing variables at each date, the $n \times 1$ vector $x_t$ is conditionally Gaussian. Bivariate marginals within the same group are Gaussian, i.e. $(x_{it}, x_{kt}) \sim N(0, \zeta_{t,j} R_{t,ik})$. Integrating out $\zeta_{t,j}$, we obtain a Student’s $t$ distribution for the pair $(x_{it}, x_{kt})$.

5 Conclusion

We built a class of copula models with time-varying dependence parameters by representing the copulas as factor models with stochastic loadings. The class of conditional copula densities included Gaussian, Student’s $t$, grouped Student’s $t$, and generalized hyperbolic copulas, with time-varying conditional correlation matrices. The factor structure of the copula models simplifies computation because calculation of the inverse, determinant, and quadratic forms involving the conditional correlation matrix are simple, low dimensional operations. Consequently, the models can easily be used to estimate portfolios with hundreds of assets. We applied the methods to an unbalanced, 200 dimensional panel of CDS and equities for 100 U.S. corporations. Our analysis shows that the grouped Student’s $t$ copula with time-
varying factor loadings fits the data better than seven other competing models, and the model is capable of describing the time-varying correlations and tail dependence between assets in the same group. The model also provides time-varying dependence between returns of CDS and equity of a given company.
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Simulated values of $x_{it} = \Phi^{-1}(u_{it})$ for $i = 1, 2$ when $u_t$ is drawn from a Student’s $t$ factor copula. In the top two rows, $\bar{R} = 0.4$ and in the bottom two rows $\bar{R} = 0.69$ if $\Sigma = 0$. From left to right along the columns, the standard deviation of the shocks to the factors is $\Sigma^{1/2} = (0, 0.1, 0.3)$. The first and third rows have $\nu = 20$, while the second and fourth rows have $\nu = 5$. The reference lines are the 0.005 and 0.995 quantiles of the standard normal distribution.
Figure 2: Time plots of average conditional correlations of two copula models.

Top left: average conditional correlations across all firm’s CDS returns compared to the estimated conditional correlation between CDS from the two-block equicorrelation model. Top right: average correlations across all firm’s equity returns compared to the estimated conditional correlation between equities from the two-block equicorrelation model. Bottom left: the average conditional correlations for all assets and the 95% highest posterior density intervals. Bottom right: the minimum, maximum, 20%, 50%, 80% values of the posterior mean conditional correlation between equity and CDS across firms.
Figure 3: Posterior estimates of conditional volatility and rank correlations for four firms.

First column: estimated conditional volatility of CDS; Second column: estimated conditional volatility of equity; Third column: estimated conditional (Kendall) rank correlations with 95% highest posterior density intervals between equity returns and CDS returns from the grouped Student’s t factor copula. First row: Coca-Cola; Second row: AIG; Third row: Boeing Corp.; Bottom row: Goldman Sachs.