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Abstract

Frequency is a key dimension of risk. Using a suitable multivariate Wold representation, we introduce a notion of frequency-specific or spectral beta. We show that the traditional beta can be expressed as a linear combination of spectral betas without cross-beta terms. Hence, all frequency-specific information is contained in the spectral betas. We discuss how spectral betas may be estimated using either nonparametric or parametric methods relying on the extraction of the Wold coefficients. In both cases, the representations and the methods are akin to linear projections on moving averages in the time domain. Thus, interpretation and applicability are facilitated with respect to frequency-domain analogues.

Using NYSE and AMEX stock returns from 1972 to 2016, we show that measuring frequency-dependent systematic risk through spectral betas leads to portfolios with lower out-of-sample variance relative to specifications in which risk is, as generally assumed, constant across frequencies. We also show that a spectral CAPM model in which systematic risk is captured by a spectral (market) beta may outperform well-known multi-factor specifications, thereby achieving dimension reduction as well as economic interpretability.
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1 Introduction

Systematic risk is typically modeled as being constant across frequencies. While this assumption has rarely been questioned, it is indeed an “assumption,” one which imposes potentially strong restrictions on risk measurements across horizons.

Beginning with the work of Hannan (1963a; 1963b), methods of inference for regression slopes in the frequency domain have provided a framework to identify frequency-specific betas. In the frequency domain, spectral and co-spectral power, calculated using Fourier transforms, offer a natural way to study the frequency-specific components of variance and covariance. Specifically, spectral power permits identification of the variability of a time series resulting from fluctuations at a specific frequency while co-spectral power measures co-variation over specific frequencies. When the signals are in phase at a given frequency (i.e., the “peaks” and the “valleys” of the assumed time series coincide), the co-spectral power is positive at that frequency. When they are out of phase, it is negative. The ratio between co-spectral and spectral power yields a natural frequency-specific beta estimate, one which is defined in the frequency domain. Reliance on the frequency domain, however, renders interpretation and applicability not entirely straightforward. This observation justifies the, arguably, very limited use of frequency-domain methods in economics and finance.\(^1\)

The goal of this paper is to provide frequency-specific assessments of systematic risk in the time domain. Our approach begins with a classical Wold (1938) representation, which we then modify to derive an equivalent (orthogonal) representation in which a multivariate covariance-stationary time series is modeled as an infinite sum of orthogonal frequency-specific Wold representations. Each frequency-specific Wold representation defines a (Wold) component of the original series operating over a certain horizon.

We define the spectral beta as the beta between components of two time series with cycles of equal periodicity, i.e., the beta between corresponding Wold components. Exploiting the orthogonal Wold representation, we also represent the overall beta between two time series as a weighted average of spectral betas in which the weights depend on the informational content (i.e., the “relative” variance) of the corresponding Wold components. Because of the orthogonality of the Wold components, no cross-beta terms appear in the representation of the overall beta, thereby guaranteeing that all frequency-specific information is captured by the corresponding spectral beta.

We study the identification of the Wold components and spectral betas using parametric methods (which explicitly rely on the Wold representation of the original covariance-stationary multivariate process) and nonparametric methods. We further discuss the logical

\(^1\)Berkowitz (2001), Cogley (2001) and Dew-Becker and Giglio (2016) constitute notable exceptions.
connections between the two approaches, their relative benefits, and their empirical performance.

Economically, our goal is to add a dimension to the assessment of systematic risk. In essence, the magnitude of systematic risk is not just a function of investment style, it is also a function of frequency.

After dividing stocks into size and value quintiles, we show that the market spectral betas increase (almost) monotonically for small and value stocks when going from high to low frequencies. Conversely, they decrease almost monotonically for large and growth stocks, again when going from high to low frequencies. The reported spread in the low frequency betas—with high betas associated with value stocks and low betas associated with growth stocks—are suggestive of a frequency-based justification of the ubiquitous value premium in which low-frequency dynamics affect the valuation of cross-sectional returns at higher frequencies.

In light of these findings, we explore pricing across frequencies using spectral betas. For the 25 Fama-French portfolios, for instance, we find that the pricing errors decrease substantially as one transitions from quantifying risk using high-frequency (market) betas to quantifying risk using low-frequency (market) betas. Specifically, for our data, a spectral CAPM model based on low-frequency spectral betas outperforms the three-factor Fama-French model. This finding, in turn, suggests that the horizon of the risk exposures may provide an important dimension to reduce the dimensionality of pricing models, the latter being the focus of much existing work. We report on similarly promising results for the 23 high-to-low turnover anomalies in Novy-Marx and Velikov (2016).

In order to motivate the association between risk and frequency, and further illustrate it in this Introduction by way of a more anecdotal example, we plot in Fig. 1 the Berkshire Hathaway’s spectral betas with respect to both the value- and the equally-weighted market (monthly) returns. Consistent with intuition, and several official corporate statements contained in Warren Buffett’s letter to shareholders, BRK’s strategy amounts to a long-term value investing approach. The betas increase as a function of the time horizon.

The paper proceeds as follows. In Section 2.1, we review how to transition from classical Wold representations to extended Wold representations in which a multivariate time series is expressed as an infinite sum of Wold components operating over different frequencies. Section 2.2 introduces the notion of spectral beta and formalizes the representation of the overall beta in terms of a suitably-defined weighted average of spectral betas. In Sections 2.3 and 2.4, we study parametric and nonparametric extraction of the Wold components and the resulting spectral betas. Section 3 verifies the empirical validity of both identification strategies. Portfolio optimization using spectral factor models relying on spectral betas is
Figure 1: Buffett’s market beta by frequency. Decomposition of Buffett’s market beta into its various frequency components. The $x$–axis displays the frequency cycles, e.g. the first bar captures the beta corresponding to cycles with length between $2^1$ and $2^2$ months, the second corresponds to cycles with length between $2^2$ and $2^4$ months, and so on. The dashed line represents the standard market beta (not decomposed across frequencies). We will show below that the standard beta is a weighted average (with weights given by the relative variability, or information, of a specific scale) of the spectral betas. The sample period is 1976/11 to 2017/12.

 contained in Section 4. The identification of the particular horizon responsible for a given strategy’s expected return and volatility can give investors a supplementary lever with which to manage the risk/reward profile of a portfolio. For a specific set of historical asset returns, we formulate a spectral factor model which decomposes the return covariance matrix into the sum of high, medium, and low-frequency components. The decomposition facilitates the investor’s decision regarding best and worst sources of diversification at different frequencies, thereby leading to superior portfolio allocations. We assess the economic significance of the proposed spectral betas by evaluating the out-of-sample performance of alternative (optimally-designed) covariance matrices of stock returns. For our sample, we show that using spectral analogues to traditional factor models leads to systematically lower out-of-sample variability of the resulting portfolios. In Section 5, we return to the economics of spectral betas previewed in this Introduction and focus on their potential for dimensionality reduction in cross-sectional pricing. Section 6 concludes.

2 Representation and Identification

We begin with the description of a helpful (for the purpose of zooming into components with different cycles) Wold representation of a multivariate covariance-stationary time series.
Without loss of generality, we focus on the bivariate case in order to present ideas without complicating notation unnecessarily. After reviewing the multivariate Wold representation, we apply it to construct a novel representation of the beta of a given bivariate time series as a linear combination of the betas of its Wold (frequency-specific) components. Finally, we discuss parametric and nonparametric identification issues.

2.1 Multivariate Wold Representation

Let \( x = \{(x_1^{t}, x_2^{t})\}_{t \in \mathbb{Z}} \) be a covariance-stationary bivariate process defined onto the space \( L^2(\Omega, \mathcal{F}, \mathbb{P}) \) with the usual properties. For simplicity, assume the bivariate process is mean zero. Adding a mean would, of course, simply add a constant term to its Wold representation (below).

Define the white noise process \( \varepsilon = \{(\varepsilon_1^{t}, \varepsilon_2^{t})\}_{t \in \mathbb{Z}} \) such that \( \mathbb{E}[\varepsilon] = 0 \) and \( \mathbb{E}[\varepsilon \varepsilon^{\top}] = \Sigma_\varepsilon \), where \( \Sigma_\varepsilon \) is a covariance matrix of dimension \( 2 \times 2 \). For any \( t \) in \( \mathbb{Z} \), \( x \) satisfies the following Wold representation:

\[
\begin{pmatrix}
  x_1^{t} \\
  x_2^{t}
\end{pmatrix} = \sum_{k=0}^{\infty} \begin{pmatrix}
  \alpha_1^k & \alpha_2^k \\
  \alpha_3^k & \alpha_4^k
\end{pmatrix} \begin{pmatrix}
  \varepsilon_1^{t-k} \\
  \varepsilon_2^{t-k}
\end{pmatrix} = \sum_{k=0}^{\infty} \alpha_k \varepsilon_{t-k},
\]

with \( \sum_{k=0}^{\infty} \text{tr}^{1/2}(\alpha_1^k \alpha_k) < \infty \) and \( \alpha_0 = I_2 \), where the equality is in the \( L^2 \)-norm.

Straightforward aggregation of the system's shocks now leads to the equivalent extended Wold representation:

\[
\begin{pmatrix}
  x_1^{t} \\
  x_2^{t}
\end{pmatrix} = \sum_{j=1}^{\infty} \sum_{k=0}^{\infty} \Psi^{(j)}_k \varepsilon_{t-k2^j} = \sum_{j=1}^{\infty} x^{(j)}_t
\]

(2)

in which, for any \( j \in \mathbb{N} \), the \( 2 \times 2 \) matrices \( \Psi^{(j)}_k \) are the unique discrete Haar transforms (DHT) of the original Wold coefficients, i.e.,

\[
\Psi^{(j)}_k = \frac{1}{\sqrt{2^j}} \left( \sum_{i=0}^{2^j-1} \alpha_{k2^j+i} - \sum_{i=0}^{2^j-1} \alpha_{k2^j+2^{j-1}+i} \right),
\]

(3)

and the \( 2 \times 1 \) vectors \( \varepsilon^{(j)}_t \) are the DHTs of the original Wold shocks, i.e.,

\[\text{2We refer the interested reader to Bandi, Perron, Tamoni, and Tebaldi (2017) and to Ortu, Severino, Tamoni, and Tebaldi (2017) for a formal justification based on Hilbert space theory.} \]
\[
\varepsilon_t^{(j)} = \frac{1}{\sqrt{2^j}} \left( \sum_{i=0}^{2^{j-1} - 1} \varepsilon_{t-i} - \sum_{i=0}^{2^{j-1} - 1} \varepsilon_{t-2^{j-1}-i} \right).
\] (4)

The representation in Eq. (2) amounts to an orthogonal decomposition of the original bivariate time series into uncorrelated components (for every \( t \) operating over alternative frequencies (denoted by the index \( j \)). This is easy to see. Take the first and the second frequency, i.e., \( j = 1 \) and \( j = 2 \), and notice that the corresponding shocks are defined as follows:

\[
\varepsilon_t^{(1)} = \left( \frac{\varepsilon_{t-1}^1 - \varepsilon_{t-1}^2}{\sqrt{2}} \right), \quad \varepsilon_{t-2}^{(1)} = \left( \frac{\varepsilon_{t-3}^1 - \varepsilon_{t-3}^2}{\sqrt{2}} \right), \quad \ldots
\]

and

\[
\varepsilon_t^{(2)} = \left( \frac{(\varepsilon_{t-1}^1 + \varepsilon_{t-1}^2) - (\varepsilon_{t-3}^1 + \varepsilon_{t-3}^2)}{\sqrt{4}} \right), \quad \varepsilon_{t-4}^{(2)} = \left( \frac{(\varepsilon_{t-5}^1 + \varepsilon_{t-5}^2) - (\varepsilon_{t-7}^1 + \varepsilon_{t-7}^2)}{\sqrt{4}} \right), \quad \ldots
\]

The coefficient matrices have the same structure, e.g., for \( j = 1 \) we have

\[
\Psi_0^{(1)} = \left( \begin{array}{cc}
\alpha_0^2 - \alpha_1^2 & \alpha_0^2 - \alpha_1^2 \\
\sqrt{2} \alpha_0 - \alpha_1 & \sqrt{2} \alpha_0 - \alpha_1
\end{array} \right), \quad \Psi_1^{(1)} = \left( \begin{array}{cc}
\alpha_0^2 - \alpha_1^2 & \alpha_0^2 - \alpha_1^2 \\
\sqrt{2} \alpha_0 - \alpha_1 & \sqrt{2} \alpha_0 - \alpha_1
\end{array} \right), \quad \ldots
\]

and, for \( j = 2 \),

\[
\Psi_0^{(2)} = \left( \begin{array}{cc}
\alpha_0^4 + \alpha_1^4 & \alpha_0^4 + \alpha_1^4 \\
\sqrt{4} (\alpha_0^3 + \alpha_1^3) - (\alpha_0^4 + \alpha_1^4) & \sqrt{4} (\alpha_0^3 + \alpha_1^3) - (\alpha_0^4 + \alpha_1^4)
\end{array} \right), \quad \Psi_1^{(2)} = \left( \begin{array}{cc}
\alpha_0^4 + \alpha_1^4 & \alpha_0^4 + \alpha_1^4 \\
\sqrt{4} (\alpha_0^3 + \alpha_1^3) - (\alpha_0^4 + \alpha_1^4) & \sqrt{4} (\alpha_0^3 + \alpha_1^3) - (\alpha_0^4 + \alpha_1^4)
\end{array} \right), \quad \ldots
\]

It is now straightforward to verify that the shocks associated with the first and the second component are white noise processes (with variances \( \Sigma_{\varepsilon} \)) when defined on the supports \( S_t^{(1)} = \{ t-k2 : k \in \mathbb{Z} \} \) and \( S_t^{(2)} = \{ t-k2^2 : k \in \mathbb{Z} \} \). In addition, the two components are
orthogonal at all leads and lags. More generally, for generic components $j$ and $k$, we have

$$E \left[ x^{(j)}_{t-m2} x^{(k)}_{t-n2} \right] = 0 \quad \forall j \neq k, \quad \forall m, n \in \mathbb{N}_0, \quad \forall t \in \mathbb{Z}. \quad (5)$$

In essence, the bivariate time series $x$ has been re-expressed as an infinite sum of Wold components, i.e., $x_t = \sum_{j=1}^{\infty} x^{(j)}_t$. Each Wold component has a Wold representation with white noise shocks suitably defined on an enlarging support $S^{(j)}_t = \{t - k2^j : k \in \mathbb{Z}\}$. Therefore, the generic $j$-th Wold components will capture cycles with length between $2^{j-1}$ and $2^j$ periods.\(^3\)

### 2.2 Spectral $\beta$: A Novel Representation

Linear factor models are routinely used in financial applications, like market model regressions, the capital asset pricing model (CAPM) introduced by Sharpe (1964) and Lintner (1965), arbitrage pricing theory, and the Fama-French (1992) three-factor model, to name just a few. However, the estimated beta coefficients in these models are “static” measures unable to capture horizon-specific dependencies between variables.

Spectral regression, as proposed by Hannan (1963a) and Hannan (1963b), on the other hand, does capture the sensitivity of the dependent variable to fluctuations in the independent variable(s) over different frequencies. Its reliance on frequency domain, however, does not facilitate interpretation and/or applicability.

In what follows, we employ the extended Wold representation in the previous section, along with its properties, to introduce a novel representation of the overall beta of the time series $x_1^t$ and $x_2^t$ in $x$ as a linear combination of betas on the Wold components. The beta associated with corresponding (i.e., same frequency $j$) Wold components measures horizon-specific dependence between variables and defines our notion of spectral beta.

**Theorem 1 (A $\beta$ representation.)** Assume $x = \{(x^1_t, x^2_t)^T\}_{t \in \mathbb{Z}}$ satisfies Eq. (1). Define the spectral beta associated with frequency $j$ as $\beta^{(j)} = \frac{E[x^1_t, x^{(j)}_t]}{\sqrt{\text{var}[x^{(j)}_t]}}$. The overall beta would, therefore, conform with

$$\beta = \frac{C[x^1_t, x^2_t]}{\text{var}[x^2_t]} = \sum_{j=1}^{\infty} v^{(j)} \beta^{(j)}, \quad (6)$$

\(^3\)When using monthly data, as we do in what follows unless otherwise stated, we refer to Table 1 for a translation of the scales into time horizons.
where \( v^{(j)} = \frac{\gamma[x_t^2(j)]}{\gamma[x_t^2]} \).

**Proof.** Immediate, given the representation in Eq. (2) and its properties.

In other words, in light of the extended Wold representation, the classical beta can be expressed as a weighted average of spectral betas with weights directly related to the *relative* informational content of the corresponding frequency. The latter is, of course, defined by 

\[
 v^{(j)} = \frac{\gamma[x_t^2(j)]}{\gamma[x_t^2]}.
\]

We note that one could write the spectral betas, and the overall beta, directly in terms of the Wold parameters. In this paper, we filter the components, something which is of independent interest, before computing spectral betas using empirical covariances and variances. Since we do not exploit the structure of the betas in terms of Wold parameters directly, we refer the interested reader to the paper’s Appendix for the corresponding result.

We now turn to the identification of the components. We do so using both parametric and nonparametric methods. The empirical validity of the resulting spectral covariances and spectral betas is assessed in Section 3.

### 2.3 Parametric Identification

In order to operationalize the extended Wold representation in Eq. (2), we first need to compute the classical Wold coefficients, \( \alpha_k \).

To this end, we assume that the bivariate time series of interest, \( x_t = (x_1^t, x_2^t)^\top \), follows a linear vector autoregressive (VAR) process of order \( p \) (VAR(\( p \))) of the form:

\[
x_t = A_1 x_{t-1} + \ldots + A_p x_{t-p} + \varepsilon_t,
\]

where the \( A_i \)'s, with \( i = 1, \ldots, p \), are \( 2 \times 2 \) parameter matrices and the error process, \( \varepsilon_t = (\varepsilon_1^t, \varepsilon_2^t)^\top \), is a 2-dimensional zero-mean white noise process with covariance matrix \( \mathbb{E}(\varepsilon_t \varepsilon_1^\top) = \Sigma_\varepsilon \).

Without loss of generality, we focus on the VAR(1) case since any 2-dimensional VAR(\( p \)) process, as in Eq. (7), can be written as a \( 2p \)-dimensional VAR(1) process by stacking \( p \) consecutive \( x_t \) variables in a \( (2p \times 1) \)-dimensional vector \( X_t = (x_1^t, \ldots, x_{t-p+1}^\top)^\top \). Thus, we have

\[
 X_t = AX_{t-1} + U_t,
\]

where \( v^{(j)} = \frac{\gamma[x_t^2(j)]}{\gamma[x_t^2]} \).
where the matrix $A$ is sometimes referred to as the companion matrix of the VAR($p$) process. It is well-known that $X_t$ is stable if

$$\det (I_{2p} - Az) \neq 0 \quad \forall z \in C, \ |z| \leq 1.$$ 

It is also easy to see that this condition is equivalent to assuming that all of the eigenvalues of $A$ have modulus less than one.

Under standard assumptions, a stable VAR has time invariant means and a time-invariant variance/covariance matrix, and is, therefore, covariance stationary (see, e.g., Lutkepohl (2005), Chapter 2). Said differently, the process admits a Wold representation. Indeed, the stability of the process ensures the existence of the inverse VAR operator, $A(L)^{-1} = \sum_{k=0}^{\infty} \alpha_k L^k$, where $\alpha_k = A^k$. As a result, one can obtain the following Wold moving average representation of $X_t$:

$$X_t = \sum_{k=0}^{\infty} \alpha_k U_{t-k}. \quad (9)$$

Given this discussion, parametric identification of the Wold components proceeds as follows. We assume a VAR($p$) process for $x_t$, obtain its companion representation in Eq. (8), and estimate the resulting VAR(1) model using unrestricted least squares. We then obtain the Wold coefficients using the restriction, $\alpha_k = A^k$, and plug them into Eq. (3) to evaluate the coefficients of the extended Wold representation. Finally, using the residuals from the VAR(1) along with Eq. (4), we obtain the frequency-specific innovations of the extended Wold representation.

Parametric identification implies reliance on a linear (covariance-stationary) model. Even though we will show that linearity is not inconsistent with our data, we now turn to an identification procedure which, by construction, dispenses with linearity.

### 2.4 Nonparametric Identification

In this subsection, we discuss how to use low-pass filters in the time domain to calculate the frequency components of a covariance-stationary bivariate process. Similar to Beveridge and Nelson (1981), who popularized the decomposition of a nonstationary time series into a trend component and a transient component, we decompose a covariance-stationary process into components (more than 2, in our case) operating over different frequencies and with
heterogeneous levels of persistence. The filtered components will subsequently be used to identify the component-wise or spectral betas. Because the procedure does not require estimation of the Wold parameters and hinges solely on suitably-selected moving averages of the available data, we characterize it as being nonparametric in nature.

Given a time series \( \{x_t\}_{t \in \mathbb{Z}} \), we construct moving averages \( \pi_t^{(j)} \) of length \( 2^j \), i.e.,

\[
\pi_t^{(j)} = \frac{1}{2^j} \sum_{p=0}^{2^j-1} x_{t-p},
\]

(10)

where \( \pi_t^{(0)} \equiv x_t \). It is readily observed that these averages satisfy the recursion

\[
\pi_t^{(j)} = \frac{\pi_t^{(j-1)} + \pi_{t-2^j-1}^{(j-1)}}{2}.
\]

(11)

In essence, each element \( \pi_t^{(j)} \) is an \( h \)-period moving average with \( h = 2^j \).

Next, we denote by \( \hat{x}_t^{(j)} \) the difference between moving averages of lengths \( 2^{j-1} \) and \( 2^j \), i.e.,

\[
\hat{x}_t^{(j)} = \pi_t^{(j-1)} - \pi_t^{(j)}.
\]

(12)

Intuitively, the quantity \( \hat{x}_t^{(j)} \) captures fluctuations that survive the averaging over \( 2^{j-1} \) terms but disappear when the average involves \( 2^j \) terms, i.e., fluctuations with half-life in the interval \([2^{j-1}, 2^j)\). Consistent with this observation, the moving average, \( \pi_t^{(j)} \), includes fluctuations whose half-life exceeds \( 2^j \) periods. From now on, we refer to the derived \( \{\hat{x}_t^{(j)}\}_{t \in \mathbb{Z}} \) as the filtered \( j \)-th component of the original time series \( \{x_t\}_{t \in \mathbb{Z}} \). We note that these components are DHTs of the original process.

Since \( \pi_t^{(0)} \equiv x_t \), by summing over \( j \), it follows immediately from Eq. (12) that

\[
x_t = \sum_{j=1}^{J} \hat{x}_t^{(j)} + \pi_t^{(J)},
\]

(13)

for any \( J \geq 1 \). In other words, Eq. (13) decomposes the time series \( x_t \) into a sum of components with half-life belonging to a specific interval, plus a residual term \( \pi_t^{(J)} \) which represents a long-run moving average. The larger \( J \) is, the closer the residual term \( \pi_t^{(J)} \) is to
a constant term. In practice, the choice of \( J \) is informed by empirical considerations dictated by the available sample length.

One may also write a convenient representation of the proposed filter using a suitable orthonormal operator. In order to illustrate how the operator works for \( J = 2 \), we first observe that, in this case, (11) yields

\[
\pi_t^{(2)} = \frac{x_t + x_{t-1} + x_{t-2} + x_{t-3}}{4}.
\]

Next, we substitute (11) into (12) and set \( j = 1, 2 \) to obtain

\[
\begin{align*}
\hat{x}_t^{(2)} &= \frac{\pi_t^{(1)} - \pi_{t-2}}{2} = \frac{1}{2} \left( \frac{x_t + x_{t-1}}{2} - \frac{x_{t-2} + x_{t-3}}{2} \right), \\
\hat{x}_t^{(1)} &= \frac{\pi_t^{(0)} - \pi_{t-1}}{2} = \frac{x_t + x_{t-1}}{2}, \\
\hat{x}_{t-2}^{(2)} &= \frac{\pi_{t-2}^{(0)} - \pi_{t-3}}{2} = \frac{x_{t-2} + x_{t-3}}{2}.
\end{align*}
\]

This system of equations can now be expressed in matrix notation as

\[
\begin{pmatrix}
\pi_t^{(2)} \\
\hat{x}_t^{(2)} \\
\hat{x}_t^{(1)} \\
\hat{x}_{t-2}^{(2)}
\end{pmatrix} =
\begin{pmatrix}
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & -\frac{1}{4} & -\frac{1}{4} \\
\frac{1}{2} & -\frac{1}{2} & 0 & 0 \\
0 & 0 & \frac{1}{2} & -\frac{1}{2}
\end{pmatrix}
\begin{pmatrix}
x_t \\
x_{t-1} \\
x_{t-2} \\
x_{t-3}
\end{pmatrix}.
\]

Denoting by \( \mathcal{T}^{(2)} \) the \((4 \times 4)\) matrix in (18), we notice that \( \mathcal{T}^{(2)} \) is orthogonal, that is, \( \Lambda^{(2)} \equiv \mathcal{T}^{(2)} (\mathcal{T}^{(2)})^T \) is diagonal. Moreover, the diagonal elements of \( \Lambda^{(2)} \) are non-vanishing so that \( (\mathcal{T}^{(2)})^{-1} = (\mathcal{T}^{(2)})^T (\Lambda^{(2)})^{-1} \) is well-defined. In essence, the matrix \( \mathcal{T}^{(2)} \) permits construction of the filtered components by virtue of a simple matrix multiplication. Importantly, \( \mathcal{T}^{(2)} \) leads to components sampled directly on the specific (sparse) support, \( S_t^{(j)} = \{ t - k2^j : k \in \mathbb{Z} \} \).

We call sampling on the components’ support, as opposed to calendar time, “decimated” sampling.

For an extension of this procedure to any \( J \geq 2 \), and a recursive algorithm for the construction of the matrix \( \mathcal{T}^{(J)} \) associated to any arbitrary \( J \) value, we refer the reader to Mallat (1989). The matrix \( \mathcal{T}^{(J)} \) is commonly known as the Haar Wavelet Transform (HWT).

The use of the HWT is a choice. Alternative nonparametric filters, like the Daubechies
filter, could have been used instead without affecting the empirical results in the next section, but using a Haar filter is mathematically and logically convenient. Theorem 2 justifies this observation and formally shows that the Haar transform is effective in yielding an empirical evaluation of the beta representation in Eq. (6). We refer to Whitcher, Guttorp, and Percival (2000) for a related (auto-)covariance representation in the presence of overlapping observations.

**Theorem 2 (Disaggregating $\beta$ into spectral $\beta$s nonparametrically.)** Should a Haar transform be applied to the vector $\{x_1^t, x_2^t\}$ to decompose it into $J$ decimated components, the resulting beta would conform with

$$\hat{\beta} = \frac{C[x_1^t, x_2^t]}{V[x_2^t]} = \sum_{j=1}^{J} \tilde{v}^{(j)} \tilde{v}^{(j)}, \quad (19)$$

where $\tilde{v}^{(j)} = \frac{\hat{V}[\hat{x}_1^t, \hat{x}_2^{(j)}]}{\hat{V}[\hat{x}_2^{(j)}]}$ and $\tilde{v}^{(j)} = \frac{\hat{V}[\hat{x}_2^{(j)}]}{\hat{V}[x_2]}$.

**Proof.** See Appendix A.2.

We emphasize that the representation in Eq. (19) has two key features. First, the Haar transform delivers a beta expressed as a linear combination of betas defined with respect to inner products rather than with respect to covariances, thereby capturing (for all samples) the zero-mean nature of the Wold components in the extended Wold. Second, and more importantly, the cross-beta terms do not appear, thereby representing (for all samples), once more, the uncorrelatedness, across frequencies, of the Wold components.

### 3 An Empirical Evaluation of the $\beta$ Representation

The goal of this section is to implement the beta decomposition implied by the extended Wold representation in Eq. (2) and verify the identification potential of the two procedures presented in Subsections 2.3 and 2.4. We do so for monthly portfolios returns (in Subsection 3.1) and for daily portfolio returns (in Subsection 3.2).
3.1 Value and Growth Portfolios

We run market model-style regressions on two assets: a high book-to-market (value) portfolio and a low book-to-market (growth) portfolio. The data are monthly and all returns are in excess of the risk-free rate. The results are:

\[ R_{\text{value},t} = \text{const} + 1.149 \times R_{\text{mkt},t} + \varepsilon_t, \quad R^2 = 0.90, \quad \text{(t-stat = 31.69)} \]

\[ R_{\text{growth},t} = \text{const} + 0.973 \times R_{\text{mkt},t} + \varepsilon_t, \quad R^2 = 0.90. \quad \text{(t-stat = 38.19)} \]

Since the volatility of the excess market return series in our sample is 19.06% per annum, the beta estimates imply a covariance equal to \(1.149 \times (19.06/\sqrt{12})^2 = 34.784\) for value and \(0.973 \times (19.06/\sqrt{12})^2 = 29.456\) for growth. The regressions show the well-known result that these portfolios have a market beta around one.

The top two rows in Panels A and B of Table 2 focus on covariance decomposition. In Panel A, we obtain the Wold coefficients, the estimated residuals and, ultimately, the Wold components, as described in Subsection 2.3. Specifically, we fit a companion VAR(1) representation to the tri-variate series of market returns, value portfolio returns, and growth portfolio returns. Using the Wold components, we then compute

\[ \mathbb{C} \left( R_{\text{mkt}}^{(j)}, R_{p}^{(j)} \right), \]

where \( p = \{ \text{value, growth} \} \) and \( j = 1, \ldots, 6 \). In Panel B, we instead use the nonparametric Haar-based filter described in Subsection 2.4. The interpretation of the scales in terms of monthly horizons is contained in Table 1.

The last column of Table 2 shows that, by summing the frequency-specific covariances, we are able to recover the overall covariances reported above. The small differences are due to the slightly different sample lengths caused by the lag structure in the VAR and the initialization of each component requiring a minimum of \(2^j - 1\) observations (recall that the frequency-specific shocks at frequency \( j \) are a weighted sum of \(2^j\) one-period shocks). The two methods agree on the covariances for frequencies \( j \geq 3 \), but they differ slightly on the

---

\(^4\)We form quintile portfolios by sorting on the book-to-market variable as defined in Fama and French (1992). Similar results are obtained for terciles and deciles. The data is described in Subsection 4.3.

\(^5\)The lag length, \( p \), of the original VAR is equal to 8. Results are robust to alternative choices around 8.
values assigned to higher-frequency covariances (with $j < 3$). Because in the parametric procedure we impose a fairly simple structure, the small differences between parametric and nonparametric estimates are not surprising. If anything, it is interesting to note how well a simple parametric structure appears to capture first-order effects in the data.

The bottom rows in Panels A and B of Table 2 show the beta decomposition. We observe a widening of the dispersion in the betas associated with value and growth portfolios as we move from high frequencies (low $j$ values) to low frequencies (high $j$ values). We will return to this observation in subsequent sections.

The last column shows an accurate reconstruction of the overall betas. As made explicit in Theorem 1, in order to obtain the overall beta, it is important to re-weight the frequency-specific betas according to

$$\sum_{j=1}^{J} w_p^{(j)} \beta_p^{(j)}$$

with

$$w_p^{(j)} = \frac{\mathbb{V}(R_{mkt}^{(j)})}{\mathbb{V}(R_{mkt})}. $$

Finally, the differences that we observed in the estimated frequency-specific covariances between parametric and nonparametric estimates are much less pronounced when we turn to betas.

<table>
<thead>
<tr>
<th>Scale</th>
<th>Frequency resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j = 1$</td>
<td>$1 - 2$ months</td>
</tr>
<tr>
<td>$j = 2$</td>
<td>$2 - 4$ months</td>
</tr>
<tr>
<td>$j = 3$</td>
<td>$4 - 8$ months</td>
</tr>
<tr>
<td>$j = 4$</td>
<td>$8 - 16$ months</td>
</tr>
<tr>
<td>$j = 5$</td>
<td>$16 - 32$ months</td>
</tr>
<tr>
<td>$j = 6$</td>
<td>$32 - 64$ months</td>
</tr>
<tr>
<td>$j &gt; 6$</td>
<td>$&gt; 64$ years</td>
</tr>
</tbody>
</table>

Table 1: Interpretation of each scale in terms of monthly time spans (for monthly time series).
<table>
<thead>
<tr>
<th>Panel A: Parametric</th>
<th>( j = 1 )</th>
<th>( j = 2 )</th>
<th>( j = 3 )</th>
<th>( j = 4 )</th>
<th>( j = 5 )</th>
<th>( j = 6 )</th>
<th>( j &gt; 6 )</th>
<th>( \sum_{j=1}^{J+1} C(R^{(j)}_{mkt}, R^{(j)}_p) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>decomposition</td>
<td>Value</td>
<td>10.273</td>
<td>12.533</td>
<td>6.535</td>
<td>2.994</td>
<td>1.516</td>
<td>0.558</td>
<td>0.219</td>
</tr>
<tr>
<td></td>
<td>Growth</td>
<td>10.020</td>
<td>9.796</td>
<td>5.204</td>
<td>2.515</td>
<td>1.222</td>
<td>0.346</td>
<td>0.139</td>
</tr>
<tr>
<td>Beta decomposition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and reweighting</td>
<td>Value</td>
<td>1.027</td>
<td>1.196</td>
<td>1.234</td>
<td>1.207</td>
<td>1.229</td>
<td>1.311</td>
<td>1.389</td>
</tr>
<tr>
<td></td>
<td>weight</td>
<td>0.330</td>
<td>0.346</td>
<td>0.175</td>
<td>0.082</td>
<td>0.041</td>
<td>0.014</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Growth</td>
<td>1.003</td>
<td>0.950</td>
<td>0.961</td>
<td>1.000</td>
<td>0.987</td>
<td>0.813</td>
<td>0.883</td>
</tr>
<tr>
<td></td>
<td>weight</td>
<td>0.330</td>
<td>0.340</td>
<td>0.179</td>
<td>0.083</td>
<td>0.041</td>
<td>0.014</td>
<td>0.005</td>
</tr>
<tr>
<td>Panel B: Nonparametric</td>
<td>( j = 1 )</td>
<td>( j = 2 )</td>
<td>( j = 3 )</td>
<td>( j = 4 )</td>
<td>( j = 5 )</td>
<td>( j = 6 )</td>
<td>( j &gt; 6 )</td>
<td>( \sum_{j=1}^{J+1} w_p^{(j)} \beta_p^{(j)} )</td>
</tr>
<tr>
<td>Covariance</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>decomposition</td>
<td>Value</td>
<td>13.887</td>
<td>10.081</td>
<td>5.762</td>
<td>2.830</td>
<td>1.462</td>
<td>0.542</td>
<td>0.237</td>
</tr>
<tr>
<td></td>
<td>Growth</td>
<td>12.417</td>
<td>8.278</td>
<td>4.612</td>
<td>2.389</td>
<td>1.185</td>
<td>0.337</td>
<td>0.180</td>
</tr>
<tr>
<td>Beta decomposition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>and reweighting</td>
<td>Value</td>
<td>1.101</td>
<td>1.164</td>
<td>1.208</td>
<td>1.191</td>
<td>1.221</td>
<td>1.305</td>
<td>1.387</td>
</tr>
<tr>
<td></td>
<td>weight</td>
<td>0.416</td>
<td>0.286</td>
<td>0.158</td>
<td>0.078</td>
<td>0.040</td>
<td>0.014</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Growth</td>
<td>0.984</td>
<td>0.956</td>
<td>0.967</td>
<td>1.005</td>
<td>0.989</td>
<td>0.812</td>
<td>0.882</td>
</tr>
<tr>
<td></td>
<td>weight</td>
<td>0.416</td>
<td>0.286</td>
<td>0.158</td>
<td>0.078</td>
<td>0.040</td>
<td>0.014</td>
<td>0.005</td>
</tr>
</tbody>
</table>

Table 2: All returns are in percent (i.e., raw covariances are multiplied by 10^4). Panel A displays a parametric decomposition of the covariances and betas (c.f., Subsection 2.3). Panel B displays a nonparametric decomposition of the covariances and betas (c.f., Subsection 2.4).
Next, we explore the orthogonality property of the proposed representation. To ease notation, we bundle together frequencies below one year and above one year. In practice, for each return series, we sum all of the components up to scale 4 (included) and dub this new component “the high-frequency component” (HF). Analogously, for each return series, we sum all of the components higher than scale 4 and dub this new component “the low-frequency component” (LF). We then run the following simple regressions:

\[
R^\text{LF}_{p,t} = \text{const} + \beta^\text{LF}_p \times R^\text{LF}_{\text{mkt},t} + \varepsilon_t,
\]

\[
R^\text{HF}_{p,t} = \text{const} + \beta^\text{HF}_p \times R^\text{HF}_{\text{mkt},t} + \varepsilon_t.
\]

By the orthogonality of the components, the corresponding multiple regression, i.e.,

\[
R_{p,t} = \text{const} + \beta^\text{HF}_p \times R^\text{HF}_{\text{mkt},t} + \beta^\text{LF}_p \times R^\text{LF}_{\text{mkt},t} + \varepsilon_t,
\]

should deliver analogous beta estimates. Table 3 displays the results.

<table>
<thead>
<tr>
<th>Panel A: Parametric</th>
<th>Panel B: Nonparametric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Regression</td>
<td>Multiple Regression</td>
</tr>
<tr>
<td>( \beta^\text{LF} )</td>
<td>( \beta^\text{HF} )</td>
</tr>
<tr>
<td>( t\text{-stat} )</td>
<td>( t\text{-stat} )</td>
</tr>
<tr>
<td>Value 1.287 1.137 1.237 1.144</td>
<td>(22.14) (27.96) (15.43) (26.54)</td>
</tr>
<tr>
<td>Growth 0.937 0.986</td>
<td>0.874 0.986</td>
</tr>
<tr>
<td>(18.03) (34.38)</td>
<td>(11.24) (33.48)</td>
</tr>
</tbody>
</table>

Table 3: Simple and multiple regression on high- and low-frequency betas.

Consistent with theoretical arguments regarding the orthogonality of the components, we find that multiple and simple regressions deliver similar estimates. We observe a wider dispersion in the betas at low frequency, which is consistent with our previous results in Table 2, Panel B. Comparing Panels A and B in Table 3, we notice, once more, similar results yielded by parametric and nonparametric identification.

Our conclusions would not change if one were to choose a different cut-off \( j \) (except, of

\[6\] The cut-off \( j = 4 \) with monthly data corresponds to \( 2^4/12 = 1.3 \) year.

\[7\] We point out that, in the multiple regression, we do not decompose the regressand.
course, the spread between high-frequency betas and low-frequency betas would be more or less exacerbated). Analogous results are also obtained if one estimates rolling regressions using a 10-year window from August of year \( t - 10 \) to July of year \( t \) and averages the resulting betas across rolling samples. This is the approach we adopt in the out-of-sample evaluation of alternative portfolios in the next section.

### 3.2 Short-Run Reversal Portfolios

In this subsection, we study another pair of portfolio returns obtained from the market-neutral mean-reversion strategy of Lo (2008). The strategy holds long positions in stocks that underperformed the average stock in the past (specifically, \( q \) days ago) and holds short positions in stocks that outperformed the average stock \( q \) days ago, i.e.,

\[
    w_{it}(q) = -\left( r_{it} - r_{mt-q} \right) / N,
\]

where \( r_{mt-q} = \frac{\sum_i r_{it} - q}{N} \) is the average stock return on date \( t-q \) and \( N \) is the total number of stocks. The lag \( q \) is designed to exploit mean reversion over a specific horizon.

We recall that the returns from short-reversal strategies have an interpretation in terms of proxies for the returns to liquidity provision, c.f., Nagel (2012).

Using daily data from July 16, 1962 to December 31, 2016,\(^8\) we find that the correlation between the reversal portfolio returns with \( q = 1 \) and \( q = 2 \) is \(-1.1\%\). In August 2007, both of these strategies suffered significant losses as part of the “Quant Meltdown.” During that month, the correlation between the \( q = 1 \) and \( q = 2 \) reversal returns spiked to 65.8\%. Fig. 2 provides a dynamic view of this correlation, computed over 125-day rolling windows, from 3 January 2006 through 31 December 2008. The correlation began increasing in July 2007 but the spike occurred in August 2007. The correlation then declined steadily until it turned negative in the first half of 2008, only to reverse itself during the second half of the year as the financial crisis began unfolding.

We now turn to frequencies. Because of the use of daily data, Table 1 should be interpreted in terms of daily horizons.

For both strategies, the market loadings are larger at high frequencies \((j = 1, \ldots, 3)\) than at low frequencies \((j = 4, \ldots, 6 \text{ and over})\). Not only are the spectral betas drastically attenuated at low frequencies, they even become negative.

The 1-day reversal portfolio has spectral betas which decline drastically and almost monotonically. On the contrary, the spectral betas of the 2-day reversal strategy are mildly hump-shaped with the first spectral beta being lower than first spectral beta for the 1-day strategy.

---

\(^8\)The strategies are implemented using data from the University of Chicago’s Center for Research in Securities Prices (CRSP). Only U.S. common stocks (CRSP share code 10 and 11) are included, which eliminates REIT’s, ADR’s, and other types of securities, and we drop stocks with share prices below $5 and above $2,000.
Figure 2: 125-day rolling-window correlation between daily mean-reversion strategies \( \{w_{it}(q)\} \) with \( q = 1 \) and \( q = 2 \), where \( w_{it}(q) = -(r_{it-q} - r_{mt-q})/N \) and \( r_{mt-q} = \sum_i r_{it-q}/N \) is the average stock return on date \( t - q \). The gray lines define 2-standard-deviation bands around the estimated time-varying correlation under the zero null.

and the next four spectral betas being, instead, larger.

Table 4 and Table 5, below, document the effectiveness of the proposed (parametric and nonparametric) identification methods with noisy daily data. We recall that monthly data were used in the previous subsection.

\[
R_{1d,t} = \text{const} + 0.121 \times R_{mkt,t} + \varepsilon_t, \quad R^2 = 0.02, \\
(t\text{-stat} = 14.75)
\]

\[
R_{2d,t} = \text{const} + 0.123 \times R_{mkt,t} + \varepsilon_t, \quad R^2 = 0.02. \\
(t\text{-stat} = 16.80)
\]
### Panel A: Parametric

<table>
<thead>
<tr>
<th></th>
<th>$j = 1$</th>
<th>$j = 2$</th>
<th>$j = 3$</th>
<th>$j = 4$</th>
<th>$j = 5$</th>
<th>$j = 6$</th>
<th>$j &gt; 6$</th>
<th>$\sum_{j=1}^{J+1} C(R_{mkt}^{(j)}, R_{p}^{(j)})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariance decomposition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-day reversal</td>
<td>0.093</td>
<td>0.032</td>
<td>0.006</td>
<td>-0.006</td>
<td>-0.003</td>
<td>-0.003</td>
<td>-0.002</td>
<td>0.117</td>
</tr>
<tr>
<td>2-day reversal</td>
<td>0.051</td>
<td>0.041</td>
<td>0.017</td>
<td>0.008</td>
<td>0.003</td>
<td>0.001</td>
<td>-0.000</td>
<td>0.120</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$j = 1$</th>
<th>$j = 2$</th>
<th>$j = 3$</th>
<th>$j = 4$</th>
<th>$j = 5$</th>
<th>$j = 6$</th>
<th>$j &gt; 6$</th>
<th>$\sum_{j=1}^{J+1} w_{p}^{(j)} \beta_{p}^{(j)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta decomposition and reweighting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-day reversal weight (rel. variance)</td>
<td>0.216</td>
<td>0.113</td>
<td>0.046</td>
<td>-0.098</td>
<td>-0.089</td>
<td>-0.185</td>
<td>-0.126</td>
<td>0.121</td>
</tr>
<tr>
<td>2-day reversal weight (rel. variance)</td>
<td>0.118</td>
<td>0.144</td>
<td>0.122</td>
<td>0.129</td>
<td>0.104</td>
<td>0.053</td>
<td>-0.027</td>
<td>0.123</td>
</tr>
</tbody>
</table>

### Panel B: Nonparametric

<table>
<thead>
<tr>
<th></th>
<th>$j = 1$</th>
<th>$j = 2$</th>
<th>$j = 3$</th>
<th>$j = 4$</th>
<th>$j = 5$</th>
<th>$j = 6$</th>
<th>$j &gt; 6$</th>
<th>$\sum_{j=1}^{J+1} C(R_{mkt}^{(j)}, R_{p}^{(j)})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Covariance decomposition</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-day reversal</td>
<td>0.076</td>
<td>0.033</td>
<td>0.013</td>
<td>0.001</td>
<td>-0.001</td>
<td>-0.002</td>
<td>-0.002</td>
<td>0.117</td>
</tr>
<tr>
<td>2-day reversal</td>
<td>0.056</td>
<td>0.034</td>
<td>0.017</td>
<td>0.009</td>
<td>0.003</td>
<td>0.001</td>
<td>-0.000</td>
<td>0.119</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$j = 1$</th>
<th>$j = 2$</th>
<th>$j = 3$</th>
<th>$j = 4$</th>
<th>$j = 5$</th>
<th>$j = 6$</th>
<th>$j &gt; 6$</th>
<th>$\sum_{j=1}^{J+1} w_{p}^{(j)} \beta_{p}^{(j)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beta decomposition and reweighting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-day reversal weight (rel. variance)</td>
<td>0.165</td>
<td>0.128</td>
<td>0.098</td>
<td>0.016</td>
<td>-0.027</td>
<td>-0.151</td>
<td>-0.111</td>
<td>0.121</td>
</tr>
<tr>
<td>2-day reversal weight (rel. variance)</td>
<td>0.121</td>
<td>0.133</td>
<td>0.129</td>
<td>0.140</td>
<td>0.111</td>
<td>0.061</td>
<td>-0.025</td>
<td>0.123</td>
</tr>
</tbody>
</table>

Table 4: All returns are in percent (i.e., raw covariances are multiplied by $10^4$). Panel A displays a parametric decomposition of the covariances and betas (c.f., Subsection 2.3). Panel B displays a nonparametric decomposition of the covariances and betas (c.f., Subsection 2.4).
### Panel A: Parametric

<table>
<thead>
<tr>
<th></th>
<th>Simple Regression</th>
<th>Multiple Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta^{LF}$</td>
<td>$\beta^{HF}$</td>
</tr>
<tr>
<td>$t$-stat</td>
<td>$t$-stat</td>
<td>$t$-stat</td>
</tr>
<tr>
<td>1-day reversal</td>
<td>-0.120 (3.811)</td>
<td>0.137 (5.374)</td>
</tr>
<tr>
<td>2-day reversal</td>
<td>-0.153 (2.760)</td>
<td>0.140 (5.199)</td>
</tr>
</tbody>
</table>

### Panel B: Nonparametric

<table>
<thead>
<tr>
<th></th>
<th>Simple Regression</th>
<th>Multiple Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta^{LF}$</td>
<td>$\beta^{HF}$</td>
</tr>
<tr>
<td>$t$-stat</td>
<td>$t$-stat</td>
<td>$t$-stat</td>
</tr>
<tr>
<td>1-day reversal</td>
<td>-0.078 (-2.503)</td>
<td>0.125 (4.853)</td>
</tr>
<tr>
<td>2-day reversal</td>
<td>0.064 (1.488)</td>
<td>0.128 (6.911)</td>
</tr>
</tbody>
</table>

Table 5: Simple and multiple regression on high- and low-frequency betas.
4 Portfolio Selection

In this section we present empirical evidence that the inclusion of a frequency dimension in the characterization of systematic risk may be used to select portfolios with lower out-of-sample variance relative to traditional multi-factor models.

4.1 The Optimization Problem(s)

In Markowitz’s (1952) portfolio theory, given a target value \( \bar{\mu} \) for the expected portfolio return, the efficient portfolio weights, \( \bar{\mathbf{w}} \), are those that minimize the portfolio variance for all portfolios with expected return \( \bar{\mu} \). Mathematically, the optimization problem can be written as

\[
\bar{\mathbf{w}} = \arg \min_{\mathbf{w}} \mathbf{w}^\top \Sigma \mathbf{w},
\]

(20)

subject to the constraints

\[
\mathbf{w}^\top \mathbf{\mu} = \bar{\mu} \quad \text{and} \quad \mathbf{w}^\top \mathbf{1} = 1,
\]

(21)

where \( w_i \) is the portfolio weight on the \( i \)-th security, \( \mu_i = \mathbb{E}[r_i] \) and \( \Sigma_{i,j} = \mathbb{C}(r_i, r_j) \). A related optimization problem minimizes variance in the absence of restrictions on the portfolio expected return (the global minimum variance problem). The weights may be constrained to be positive (long-only portfolios) or may be positive and negative (should short sales be allowed).

A key input in all optimization problems is, of course, the covariance matrix of the securities. In practice, the portfolio weights are optimized using a covariance matrix that has been estimated from historical data and are preserved until the next rebalancing. The out-of-sample performance of the covariance matrix can, therefore, be gauged by the variance of the optimal portfolio in the post-formation period. If the covariance estimator overfits the historical data, then out-of-sample performance can be poor, which is why imposing structure through a factor model can be beneficial. We will show that adding a frequency dimension to the factor(s) (and the resulting beta(s)) will increase the benefit of the assumed factor structure.
4.2 Spectral Factor Models

As is well-known, factor models of asset returns decompose the returns on a cross-section of assets into factor-related and asset-specific components.

Let \( R_{i,t} \) denote the return on asset \( i \) in a universe of \( N \) stocks. Assuming \( M \) factors, vector \( \beta_i = (\beta_{i,1}, \ldots, \beta_{i,M}) \) gives asset \( i \)'s sensitivities to the \( M \) factors, \( f_t = (f_{1,t}, \ldots, f_{M,t}) \). A factor decomposition of asset \( i \)'s returns has the form

\[
R_{i,t} = \alpha_i + \beta_i f_t^\top + \epsilon_{i,t}. \tag{22}
\]

It is commonly assumed that the asset-specific shocks, \( \epsilon_t = (\epsilon_{1,t}, \ldots, \epsilon_{N,t}) \), are cross-sectionally uncorrelated so that \( \mathbb{E}[\epsilon_t^\top \epsilon_t] = D \), where \( D \) is a diagonal matrix. Letting \( B \) be an \( N \times M \)-matrix of factor betas and \( V \) be the \( M \times M \) covariance matrix of the factors, the covariance matrix of returns \( \Sigma_R \) can expressed as

\[
\Sigma_R = BVB^\top + D. \tag{23}
\]

Now, write a \( J \)-component spectral analogue to the model in Eq. (22), i.e.,

\[
R_{i,t} = \alpha_i + \sum_{j=1}^J \beta_i^{(j)} (f_{t}^{(j)})^\top + \sum_{j=1}^J \epsilon_{i,t}^{(j)}. \tag{24}
\]

Since the Wold components are orthogonal to one another (c.f. Eq. (5)), we may write

\[
\Sigma_{R,s} = \sum_{j=1}^J \Sigma^{(j)}, \tag{25}
\]

\[
\hat{\Sigma}^{(j)} = B^{(j)} V^{(j)} B^{(j)^\top} + D^{(j)}. \tag{26}
\]

Importantly, \( \Sigma_R = \Sigma_{R,s} \) if \( J = \infty \) and \( \beta_i^{(j)} = \beta_i \) for all \( j \). Thus, should \( J \) be large enough,

the difference between a traditional factor-based variance estimator, \( \Sigma_R \), and our proposed variance estimator, \( \Sigma_{R,s} \), would be induced by different levels of systematic risk across components. Differently put, the classical model in Eq. (22) can be viewed as a restricted version

\[\text{Technically, we are requiring the overall variance of the factor(s) to be close to the sum (for a finite } J \text{ large enough) of the variances of the individual components of the factor(s), i.e., } V \approx \sum_{j=1}^J V^{(j)}.\]
of the model we propose in Eq. (24), with equal levels of systematic risk across components.

We apply our spectral framework to the single-index market model of Sharpe (1963), the Fama-French three-factor model, and a five-factor model in which the factors are calculated using principal components analysis (PCA). Our interest is in comparing the out-of-sample performance of variance estimators based on traditional factor models and their spectral analogues.

4.3 The Data

The dataset and test criteria are similar to those in Ledoit and Wolf (2003). Stock return data are extracted from the University of Chicago’s Center for Research in Securities Prices (CRSP) monthly database. Only U.S. common stocks traded on the New York Stock Exchange (NYSE) and the American Stock Exchange (AMEX) are included, which eliminates REIT’s, ADR’s, and other types of securities. Market returns are calculated as the equal-weighted portfolio returns given this universe of stocks. The size and book-to-market factors are extracted from Kenneth French’s website at Dartmouth\(^\text{10}\).

For \( t = 1972 \) to \( t = 2016 \), we use an in-sample period from August of year \( t - 10 \) to July of year \( t \) to form an estimate of the covariance matrix of stock returns. (We rebalance on the first trading day in August because AMEX stock return data become available in August 1962.) Future expected returns are estimated as the average realized return during the in-sample period.

Using these expected returns and the covariance matrix estimates, we form the global minimum variance portfolio (long only and long/short) and the minimum variance portfolio targeting a 20% expected return (with short sales allowed). The universe of stocks ranges between \( N = 946 \) and \( N = 1302 \).

4.4 Performance

Our measure of performance is the portfolio’s out-of-sample standard deviation in the period from August 1972 to July 2016. For each factor model, we compute these standard deviations using non-spectral and spectral estimators of the covariance matrix. To assess robustness, we break the sample into periods: 1972 to 1994 (Table 6) and 1995 to 2016 (Table 7). The full period is in Tables 5 and 8. Consistent with the results in Section 3, the spectral models are implemented with \( J = 6 \).

\(^{10}\)http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/index.html
Panel A in Tables 6 through 5 report the out-of-sample standard deviations of the minimum variance portfolios (with standard errors). In Panel B, we report the ratios of the out-of-sample standard deviations obtained from classical versus spectral models, along with one-sided p-values for tests of equal variances.

Allowing for changing systematic risk across frequencies translates into consistent improvements across models, optimization problems, and sample periods. As expected, the improvements are larger for factor models that are less accurately specified, i.e., they are larger with the market model than with the Fama-French three-factor model or PCA. Also, the improvements are larger when short sales are allowed. Even with the Fama-French model and PCA, however, the gains in terms of reduction in standard deviation can be between 5% and 10%, which is sizable in light of the out-of-sample nature of these approaches.

**Panel A: Risk of minimum variance portfolios**

<table>
<thead>
<tr>
<th>Model</th>
<th>SD Global Min (Long Only)</th>
<th>SD Global Min</th>
<th>SD Min</th>
<th>(E[R] = 20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market model</td>
<td>12.39 (0.53)</td>
<td>12.12 (0.52)</td>
<td>13.99 (0.60)</td>
<td></td>
</tr>
<tr>
<td>Spectral market model</td>
<td>12.24 (0.52)</td>
<td>11.67 (0.50)</td>
<td>13.22 (0.56)</td>
<td></td>
</tr>
<tr>
<td>Fama-French model</td>
<td>11.63 (0.50)</td>
<td>10.81 (0.46)</td>
<td>11.63 (0.50)</td>
<td></td>
</tr>
<tr>
<td>Spectral Fama-French model</td>
<td>11.60 (0.49)</td>
<td>10.44 (0.44)</td>
<td>11.28 (0.48)</td>
<td></td>
</tr>
<tr>
<td>Principal components</td>
<td>11.70 (0.50)</td>
<td>10.48 (0.45)</td>
<td>11.53 (0.49)</td>
<td></td>
</tr>
<tr>
<td>Spectral principal components</td>
<td>11.62 (0.50)</td>
<td>10.15 (0.43)</td>
<td>11.00 (0.47)</td>
<td></td>
</tr>
</tbody>
</table>

**Panel B: F-test for equal variance**

<table>
<thead>
<tr>
<th>Model</th>
<th>SD Global Min (Long Only)</th>
<th>SD Global Min</th>
<th>SD Min</th>
<th>(E[R] = 20%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Market model</td>
<td>1.02 (0.42)</td>
<td>1.08 (0.27)</td>
<td>1.12 (0.17)</td>
<td></td>
</tr>
<tr>
<td>Fama-French model</td>
<td>1.01 (0.48)</td>
<td>1.07 (0.28)</td>
<td>1.06 (0.31)</td>
<td></td>
</tr>
<tr>
<td>Principal components</td>
<td>1.01 (0.46)</td>
<td>1.06 (0.30)</td>
<td>1.10 (0.22)</td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Panel A: Risk of minimum variance portfolios. We report standard deviations in percent and annualized through multiplication by \(\sqrt{12}\). We also report the standard errors of these standard deviation estimates in parentheses. Panel B: Ratios of the non-spectral model variance to the spectral model variance are reported with their significance levels based on a one-sided F-test for equal variances. The time period is 1972 to 1994.
Table 7: Panel A: Risk of minimum variance portfolios. We report standard deviations in percent and annualized through multiplication by $\sqrt{12}$. We also report the standard errors of these standard deviation estimates in parentheses. Panel B: Ratios of the non-spectral model variance to the spectral model variance are reported with their significance levels based on a one-sided F-test for equal variances. The time period is 1995 to 2016.

Table 8: Panel A: Risk of minimum variance portfolios. We report standard deviations in percent and annualized through multiplication by $\sqrt{12}$. We also report the standard errors of these standard deviation estimates in parentheses. Panel B: Ratios of the non-spectral model variance to the spectral model variance are reported with their significance levels based on a one-sided F-test for equal variances. The time period is 1972 to 2016.
5 The Economics of Spectral $\beta$s

We now return to the logic behind the empirical findings in the previous section. In order to do so, we report in Fig. 3 the average frequency-specific market betas for portfolios that are sorted by size from 1972 to 2016 and book-to-market from 1980 to 2016.\footnote{We use the same data as in Subsection 4.3. Book value is extracted from Compustat and only becomes available to match our CRSP data around 1980. The universe of stocks used for this analysis varies from $N = 703$ to $N = 885$.} We also report the estimated frequency-specific alphas of Sharpe’s (1963) single-index market model using spectral market betas in place of the overall market beta. The results complement those reported in Section 3.

![Figure 3: Spectral market betas and corresponding alphas.](image)

The spectral betas\footnote{The betas and alphas are estimated on a rolling basis (and then averaged) to parallel the portfolio optimization problem. A cross-sectional regression with betas estimated over the full sample leaves unchanged our conclusions.} vary not only across the size and value dimensions, but also along
the frequency dimension. The change across frequencies is as marked as the change across styles. Also, the spectral betas either decline (for large or growth companies) or increase (for small or value companies) almost monotonically. Small and value stocks are particularly sensitive to market fluctuations at low frequencies, while large and growth stocks are the opposite. Because the betas at the lowest frequencies capture fluctuations over horizons longer than $2^6 = 64$ months, this finding suggests that small and value stocks are relatively more affected by dynamics around the long end of the business cycle.

5.1 A spectral CAPM

The right panels in Fig. 3 reports the pricing errors from a CAPM model based on spectral betas. Specifically, given a frequency band $j$, we compute

$$
\alpha_i^{(j)} = \mathbb{E}[R_{i,t} - R_f] - \beta_i^{(j)} \mathbb{E}[R_{mkt,t} - R_f],
$$

where we have restricted the price of risk across frequencies to be equal to the unconditional market risk premium. We call this model a spectral CAPM.\(^{13}\) The model is useful to explore whether components of market risk with heterogeneous periodicities are important drivers of risk premia.

The estimated alphas in Fig. 3 decrease as we extend the horizon. This result is, of course, the flip side of the finding discussed in the previous section: the risk exposures (i.e., the spectral betas) align better with expected returns as we move from high to low frequencies. Take together, these findings are suggestive of the fact that a single-index market model performs more convincingly when the search for priced systematic risk occurs at low frequencies.

To further explore this venue, we turn to the widely-analyzed, and yet somewhat challenging, cross-section of 25 Fama-French portfolios double-sorted on size and book-to-market. Fig. 4 shows the behavior of the corresponding spectral betas across alternative scales. Fig. 5 displays the pricing errors from a CAPM model which uses spectral betas to capture the frequency-specific nature of risk, c.f. Eq. (27).

Focusing on the risk exposures, we observe that the betas corresponding to lower frequency components of the market process ($j = 5, 6$ and $j > 6$) display improved alignment in the value space without losing their ability to capture cross-sectional variability in risk.\(^{13}\) One can also explore a CAPM model with frequency-specific betas and frequency-specific prices of risk. Such a specification, however, would require thinking carefully about notions of frequency-specific risk-aversion. We hope the findings in this paper will encourage investigations in this direction.
premia across size quintiles. If anything, we also observe an improvement in the size space as a function of the horizon length. As one would expect, this enhanced alignment has implications for cross-sectional pricing. Indeed, the pricing errors decrease substantially as we move from high to low frequencies.

Some observations are in order. First, we re-emphasize that, given the structure of the model (which uses just one \( j \)-specific beta at a time), a decrease in alphas as the time horizon increases suggests that the low-frequency betas yield superior fit. Our results are, therefore, consistent with — and re-interpret from a different perspective — the recent work that has highlighted the role played by hard-to-detect persistent components in risk factors — like consumption — for asset prices (e.g., Alvarez and Jermann (2005), Bansal and Yaron (2004), and Hansen (2008)). Risk, in our illustration, is instead driven by slow-moving market components.

Second, we have used suitably-defined low-frequency betas to explain *short-term* returns. In other words, our emphasis is on the importance of low frequencies in the assessment of risk at all frequencies (the shortest one, in particular) rather than on the evaluation of a classical model at different horizons. Such an evaluation would hinge on expected return and betas computed over the same horizon, something which we do not do here.

Finally, it is instructive to benchmark the proposed specifications against a 3-factor model based on HML, SMB and the market portfolio. The 3-factor model attains a RMSE and a mean absolute pricing error (MAPE) equal to 1.17% and 1.76% per year, respectively. A one-factor model based on long-term \((j > 6)\) spectral betas improves upon the 3-factor Fama-French model and, instead, achieves a RMSE of 0.958% and a MAPE of 1.39%. We argue that explicit allowance for a separation between fluctuations with heterogeneous durations in market risk — and, more generally, in any risk factor — is important for evaluating cross-sectional pricing. We view this finding as being particularly stimulating in light of the recent literature investigating the number of factors needed to explain the cross-section of stock returns (*inter alia*, DeMiguel, Martin-Utrera, Nogales, and Uppal (2017), Harvey, Liu, and Zhu (2016), Feng, Giglio, and Xiu (2017), Freyberger, Neuhierl, and Weber (2017), Kelly, Pruitt, and Su (2018), Kozak, Nagel, and Santosh (2017)). Our evidence suggests that computing exposures to risk fluctuations with heterogeneous duration may provide a revealing new tool to achieve satisfactory dimension reduction - an objective of recent work - while preserving the economic appeal of well-understood factors (the market, in our case).
Figure 4: **Spectral market betas.** Average spectral market betas for the 25 portfolios double-sorted by size and book-to-market. The sample period is 1980 to 2016.
Figure 5: **Alphas from spectral market betas.** Average alphas for the 25 portfolios double-sorted by size and book-to-market. The sample period is 1980 to 2016.
5.2 Anomaly Portfolios

We now apply the method to the 23 anomalies in the taxonomy recently provided by Novy-Marx and Velikov (2016). The anomaly portfolios are classified as being high, medium and low turnover. For each anomaly portfolio, we report MAPE associated with the classical CAPM, the 3-factor Fama-French model and spectral CAPM specifications associated with the previously-employed frequencies. As earlier, in order to focus on the quantities of risk - the spectral betas - rather than on the prices of risk, we assume that the prices of risk are set equal to the average excess returns on the market and are, therefore, not frequency-specific. We employ the same data as in Novy-Marx and Velikov (2016). The findings are reported in Table 9 for the case with constant betas and in Table 10 for the case with rolling betas. The bold figures refer to pricing errors smaller than for the classical CAPM.

Confirming previous results, not only do the low-frequency betas help the pricing of the value portfolio, they also contribute to the pricing of, e.g., the value/profitability portfolio, the value/momentum/profitability portfolio and the value/momentum portfolios. Alternative spectral betas will, however, play a role in the context of alternative styles. The high-turnover strategies (including the short-run reversal strategies discussed in Subsection 3.2), for instance, appear to be better priced by spectral betas capturing dynamics over higher (than for the value-related strategies) frequencies.

We regard the paper’s contribution as being methodological and its empirical findings as being suggestive. The methods have econometric and economic implications. Econometrically, the extraction of the spectral betas “that matter” is akin to a signal extraction procedure. Economically, we emphasize “frequency” as a dimension of risk. We trust economic theory will shed more light on the mapping between frequency and risk.
Table 9: Spectral CAPM and Anomalies

The table reports the mean absolute pricing error (MAPE) across portfolios for the CAPM, Fama-French three factor model, and for the spectral CAPM. The spectral CAPM uses betas computed at specific scale $j$, and the same price of risk of the (restricted) CAPM. For all models the betas are computed over the full sample. The pricing errors are expressed in percent per year (monthly numbers multiplied by 1200). All strategies consist of value-weighted returns constructed using a decile sort on a signal using NYSE breakpoints. Column 2 indicates the relevant reference. Panel A of this table reports Low Turnover Anomaly. Panel B reports Mid Turnover Anomaly. Panel C reports High Turnover Anomaly. The data are monthly from 1964:1 through 2013:12 except for Return-on-book equity, Failure Probability, and PEAD which start in 1973:07.

<table>
<thead>
<tr>
<th>Anomaly</th>
<th>Reference(s)</th>
<th>Panel A: Low Turnover</th>
<th>Panel B: Mid Turnover</th>
<th>Panel C: High Turnover</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CAPM</td>
<td>FF3F</td>
<td>Spectral CAPM</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$j = 1$</td>
<td>$j = 2$</td>
<td>$j = 3$</td>
<td>$j = 4$</td>
</tr>
<tr>
<td></td>
<td>$j = 5$</td>
<td>$j = 6$</td>
<td>$j = 6$</td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>Fama and French (1993)</td>
<td>0.53</td>
<td>0.56</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.47</td>
<td>0.48</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.87</td>
<td>1.99</td>
<td>1.96</td>
</tr>
<tr>
<td>Gross Profitability</td>
<td>Novy-Marx (2013)</td>
<td>1.23</td>
<td>1.62</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.16</td>
<td>1.11</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.54</td>
<td>1.54</td>
<td>1.11</td>
</tr>
<tr>
<td>Value</td>
<td>Fama and French (1993)</td>
<td>1.51</td>
<td>0.61</td>
<td>1.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.27</td>
<td>1.24</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.08</td>
<td>1.11</td>
<td>0.9</td>
</tr>
<tr>
<td>VaRProf combo</td>
<td>Novy-Marx (2014)</td>
<td>3.06</td>
<td>2.19</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.73</td>
<td>3.27</td>
<td>3.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.13</td>
<td>1.72</td>
<td>2.47</td>
</tr>
<tr>
<td>Accruals</td>
<td>Sloan (1996)</td>
<td>1.62</td>
<td>1.49</td>
<td>1.65</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.64</td>
<td>1.74</td>
<td>1.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.63</td>
<td>1.11</td>
<td>1.36</td>
</tr>
<tr>
<td>Asset Growth</td>
<td>Cooper, Gulen and Schill (2008)</td>
<td>1.76</td>
<td>1.26</td>
<td>1.46</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.39</td>
<td>1.45</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.36</td>
<td>1.96</td>
<td></td>
</tr>
<tr>
<td>Investment</td>
<td>Lyandres, Sun and Zhang (2008)</td>
<td>1.64</td>
<td>1.35</td>
<td>1.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.61</td>
<td>1.59</td>
<td>1.63</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.43</td>
<td>1.21</td>
<td>1.26</td>
</tr>
<tr>
<td>Piotroski’s F-score</td>
<td>Piotroski (2000)</td>
<td>1.2</td>
<td>1.37</td>
<td>1.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.26</td>
<td>1.31</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.11</td>
<td>1.11</td>
<td>1.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net Issuance</td>
<td>Fama and French (2008)</td>
<td>1.98</td>
<td>1.8</td>
<td>2.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.71</td>
<td>1.76</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.08</td>
<td>2.75</td>
<td>2.24</td>
</tr>
<tr>
<td>ValMomProf combo</td>
<td>Novy-Marx (2014)</td>
<td>3.58</td>
<td>3.37</td>
<td>3.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.46</td>
<td>3.22</td>
<td>3.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.61</td>
<td>2.21</td>
<td>3.52</td>
</tr>
<tr>
<td>ValMom combo</td>
<td>Novy-Marx (2014)</td>
<td>3.94</td>
<td>2.12</td>
<td>2.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.8</td>
<td>2.77</td>
<td>2.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.73</td>
<td>1.75</td>
<td>1.45</td>
</tr>
<tr>
<td>Idiosyncratic Volatility</td>
<td>Ang, Hodrick, Xing and Zhang (2006)</td>
<td>2.9</td>
<td>2.16</td>
<td>3.45</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.11</td>
<td>2.95</td>
<td>3.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.13</td>
<td>3.72</td>
<td>3.69</td>
</tr>
<tr>
<td>Momentum</td>
<td>Jegadeesh and Titman (1999)</td>
<td>3.17</td>
<td>3.34</td>
<td>3.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.41</td>
<td>3.17</td>
<td>3.53</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.46</td>
<td>2.45</td>
<td>2.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.9</td>
<td>2.9</td>
<td>4.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.11</td>
<td>3.72</td>
<td>3.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.79</td>
<td>3.52</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.75</td>
<td>5.41</td>
<td>3.52</td>
</tr>
<tr>
<td>PEAD (SUE)</td>
<td>Fister, Olsen and Shevlin (1984)</td>
<td>2.35</td>
<td>2.83</td>
<td>2.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.4</td>
<td>2.31</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.2</td>
<td>2.52</td>
<td>2.03</td>
</tr>
<tr>
<td>PEAD (CAR3)</td>
<td>Brandt, Kishore, Santa-Clara and Venkataraman (2008)</td>
<td>1.99</td>
<td>1.99</td>
<td>2.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.23</td>
<td>1.99</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.06</td>
<td>1.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.42</td>
<td>3.14</td>
<td>3.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.36</td>
<td>3.89</td>
<td></td>
</tr>
<tr>
<td>Industry Relative Reversals</td>
<td>Da, Liu and Schuirmann (2014)</td>
<td>3.03</td>
<td>2.92</td>
<td>2.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.35</td>
<td>3.18</td>
<td>3.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.18</td>
<td>4.18</td>
<td>4.55</td>
</tr>
<tr>
<td>High-frequency Combo</td>
<td>Novy-Marx and Velleko (2016)</td>
<td>4.39</td>
<td>4.29</td>
<td>4.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.49</td>
<td>4.18</td>
<td>4.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4.4</td>
<td>5.59</td>
<td>5.26</td>
</tr>
<tr>
<td>Short-run Reversals</td>
<td>Jegadeesh and Titman (1999)</td>
<td>1.64</td>
<td>1.38</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.75</td>
<td>1.77</td>
<td>1.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.82</td>
<td>2.04</td>
<td>1.82</td>
</tr>
<tr>
<td>Seasonality</td>
<td>Heston and Sadka (2011)</td>
<td>2.03</td>
<td>2.3</td>
<td>1.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.17</td>
<td>2.03</td>
<td>1.59</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.59</td>
<td>3.22</td>
<td>2.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.57</td>
<td>3.65</td>
<td>3.68</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.97</td>
<td>4.59</td>
<td>4.12</td>
</tr>
</tbody>
</table>
Table 10: Spectral CAPM and Anomalies

The table reports the mean absolute pricing error (MAPE) across portfolios for the CAPM, Fama-French three factor model, and for the spectral CAPM. The spectral CAPM uses betas computed at specific scale $j$, and the same price of risk of the (restricted) CAPM. For all models the betas are computed using a rolling window of 10-years. The pricing errors are expressed in percent per year (monthly numbers multiplied by 1200). All strategies consist of value-weighted returns constructed using a decile sort on a signal using NYSE breakpoints. Column 2 indicates the relevant reference. Panel A of this table reports Low Turnover Anomaly. Panel B reports Mid Turnover Anomaly. Panel C reports High Turnover Anomaly. The data are monthly from 1964:1 through 2013:12 except for Return-on-book equity, Failure Probability, and PEAD which start in 1973:07.

<table>
<thead>
<tr>
<th>Anomaly</th>
<th>Reference(s)</th>
<th>CAPM</th>
<th>FF3F</th>
<th>Spectral CAPM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$j = 1$</td>
<td>$j = 2$</td>
<td>$j = 3$</td>
</tr>
<tr>
<td>Size Fama and French (1993)</td>
<td>0.67 0.56 0.39 0.46 0.53 0.67 0.67 0.86 2.04 2.64</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gross Profitability Novy-Marc (2013)</td>
<td>1.34 1.78 1.32 1.17 1.17 1.27 1.68 2.09 1.83</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value Fama and French (1993)</td>
<td>1.96 0.75 1.53 1.45 1.32 1.39 1.13 0.84 1.02</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Value Prof combo Novy-Marc (2014)</td>
<td>3.21 1.89 3.13 2.8 2.77 3.25 3.27</td>
<td>2</td>
<td>2.42</td>
<td></td>
</tr>
<tr>
<td>Accruals Sloan (1996)</td>
<td>1.77 1.24 1.78 1.89 1.8 1.57 1.54 2.11 2.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asset Growth Cooper, Gulen and Schlill (2008)</td>
<td>1.38 1.19 1.61 1.47 1.53 1.45 1.23 1.43 1.52</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Investment Lyandres, Sun and Zhang (2008)</td>
<td>1.64 1.22 1.57 1.66 1.65 1.66 1.52 1.39 1.62</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Piotroski’s F-score Piotroski (2000)</td>
<td>1.54 1.56 1.44 1.32 1.43 1.2 1.2 1.63 1.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net Issuance Fama and French (2008)</td>
<td>2.83 1.62 2.38 1.82 1.77 2.11 1.97 2.73 2.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ValMomProf combo Novy-Marc (2014)</td>
<td>3.89 3.95 3.67 3.55 3.17 3.7 3.68 2.43 2.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ValMom combo Novy-Marc (2014)</td>
<td>3.77 1.84 2.52 2.92 2.74 2.74 2.37 1.7 1.53</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Momentum Jegadeesh and Titman (1993)</td>
<td>3.41 2.87 3.36 3.31 3.02 3.38 3.26 3.41 2.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return-on-book equity Chen, Novy-Marx and Zhang (2010)</td>
<td>3.43 3.2 3.4 2.92 3 2.81 3.87 3.92 3.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Failure Probability Campbell, Hilscher and Szilagyi (2008)</td>
<td>3.96 3.47 4.07 3.8 3.51 3.31 3.96 5.34 3.26</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEAD (SUE) Foster, Olsen and Shevlin (1984)</td>
<td>2.79 2.52 2.34 2.36 2.28 2.04 2.69 2.53 2.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEAD (CAR3) Brandt, Kishore, Santa-Clara and Venkatachalam (2008)</td>
<td>2.66 1.78 2.12 2.18 1.94 2.06 1.45 2.54 2.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry Momentum Moskowitz and Grinblatt (1999)</td>
<td>3.15 2.99 3.24 3.49 3.05 2.92 3.28 3.28 3.39</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry Relative Reversals Da, Liu and Schumuny (2014)</td>
<td>3.22 3.22 2.86 2.96 3.41 3.18 3.49 4.28 3.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High-frequency Combo Novy-Marx and Villik (2016)</td>
<td>4.36 4.2 4.17 4.51 4.3 4.52 4.31 5.77 4.47</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short-run Reversals Jegadeesh and Titman (1993)</td>
<td>1.82 1.44 1.85 1.76 1.86 1.35 1.72 2.29 2.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seasonality Boston and Sattike (2013)</td>
<td>2.29 2.62 1.82 2.17 1.98 2.02 1.68 3.11 2.98</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry Relative Reversals Novy-Marx and Villik (2016)</td>
<td>4.07 3.55 3.5 3.56 3.84 3.61 3.94 4.47 3.67</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6 Conclusions

Using a suitable Wold representation, we introduce the notion of spectral beta, i.e., the beta between frequency-specific components of a multivariate process. We show how the traditional beta can naturally be expressed as a linear combination of spectral or frequency-specific betas. Importantly, our proposed beta representation does not involve cross-covariances or cross-betas between frequency-specific components, thereby permitting all frequency-specific information to be contained exclusively in the frequency-specific betas. The representation is in the time domain, something which facilitates economic interpretation and applicability.

The spectral betas allow us to characterize heterogeneity in systematic risk across frequencies, thereby providing an additional key dimension to portfolio allocation, risk management, and asset pricing. In the context of cross-sectional pricing, emphasis on frequency may lead to dimension reduction while preserving, once more, economic interpretability.

If the quantities of risk have a frequency component to them, do the prices of risk also have a frequency component to them? While our methodological focus is on spectral betas given constant prices of risk across frequencies, we provide methods to operationalize heterogeneous pricing across frequencies (without necessarily implying it). In effect, we view the proposed techniques as providing an empirical laboratory which may be useful to move past a classical restriction in the asset pricing literature, that of equal prices of risk across frequencies, and inform structural modeling, should the restriction be violated. We hope the laboratory will stimulate investigations in this direction.
A Appendix

A.1 Corollary to Theorem 1.

Assume \( x = \{(x_t^1, x_t^2)\}_{t \in \mathbb{Z}} \) satisfies (1). The resulting beta would conform with

\[
\beta = \frac{\mathbb{E} [x_t^1, x_t^2]}{\mathbb{V} [x_t^2]} = \sum_{j=1}^{\infty} v(j) \beta(j),
\]

where

\[
\beta(j) = \frac{\sum_{k=0}^{\infty} \sigma_x^2 \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+i}^3 - \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+2^{j-1}+i}^3 \right) \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+i}^4 - \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+2^{j-1}+i}^4 \right)}{\mathbb{V} [x_t^{2(j)}]},
\]

\[
+ \frac{\sum_{k=0}^{\infty} \sigma_x^2 \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+i}^2 \right) \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+2^{j-1}+i}^3 \right) \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+i}^4 - \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+2^{j-1}+i}^4 \right)}{\mathbb{V} [x_t^{2(j)}]},
\]

\[
+ \frac{\sum_{k=0}^{\infty} 2\sigma_x \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+i}^3 \right) \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+2^{j-1}+i}^3 \right) \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+i}^4 - \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+2^{j-1}+i}^4 \right)}{\mathbb{V} [x_t^{2(j)}]}.
\]

with

\[
\mathbb{V} [x_t^{2(j)}] = \sum_{k=0}^{\infty} \sigma_x^2 \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+i}^3 \right)^2 - \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+2^{j-1}+i}^3 \left( \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+i}^4 - \sum_{i=0}^{2^{j-1}-1} \alpha_{k2^j+2^{j-1}+i}^4 \right).
\]

and

\[
v(j) = \frac{\mathbb{V} [x_t^{2(j)}]}{\sum_{k=0}^{\infty} (\sigma_x^2 \alpha_k^2)^2 + \sigma_x^2 (\alpha_k^4)^2 + 2\sigma_x^2 \alpha_k^2 \alpha_k^4), \quad (A.2)
\]
Proof. Immediate, given the representation in (2) and its properties.

A.2 Proof of Theorem 2.

We assume availability of \( T = 2^J \) observations. This is, of course, always true since observations can be trimmed. We denote by \( x_T^{1,(j)} \) and \( x_T^{2,(j)} \) the \( T \)-vectors collecting the observations of the series \( \{x^1_t\} \) and \( \{x^2_t\} \), respectively:

\[
\begin{align*}
x_T^{1,(j)} &= [x_T^1, x_T^1, \ldots, x_T^1]^T, \\
x_T^{2,(j)} &= [x_T^2, x_T^2, \ldots, x_T^2]^T.
\end{align*}
\]

Define, also, the vectors of decimated components \( \mathbf{x}^{1,(j)} = [x_2^{1,(j)}, x_{2x2}^{1,(j)}, x_{3x2}^{1,(j)}, \ldots]^T \) and \( \mathbf{x}^{2,(j)} = [x_2^{2,(j)}, x_{2x2}^{2,(j)}, x_{3x2}^{2,(j)}, \ldots]^T \). Now, write the empirical covariance of the two series as:

\[
\frac{\sum_{t=1}^{T} x_T^1 x_T^2}{T} - \sum_{t=1}^{T} \frac{x_T^1 \sum_{t=1}^{T} x_T^2}{T} = \frac{\left( x_T^{1,(j)} \right)^T \left( x_T^{2,(j)} \right)}{T} - \sum_{t=1}^{T} \frac{x_T^1 \sum_{t=1}^{T} x_T^2}{T} = \frac{\left( x_T^{1,(j)} \right)^T (T^{(j)})^T (\Lambda^J)^{-1} (T^{(j)}) \left( x_T^{2,(j)} \right)}{T} - \sum_{t=1}^{T} \frac{x_T^1 \sum_{t=1}^{T} x_T^2}{T} = \sum_{j=1}^{J} \frac{2^j (\mathbf{x}^{1,(j)})^T \mathbf{x}^{2,(j)}}{T} + 2^j \frac{\pi_{x_1}^{(j)} \pi_{x_2}^{(j)}}{T} - \sum_{t=1}^{T} \frac{x_T^1 \sum_{t=1}^{T} x_T^2}{T} = \sum_{j=1}^{J} \frac{2^j (\mathbf{x}^{1,(j)})^T \mathbf{x}^{2,(j)}}{T},
\]

where, in the second equality, we exploit the fact that the matrix \( (T^{(j)})^T (\Lambda^J)^{-1} (T^{(j)}) \) is the identity matrix, in the fourth equality we use the fact that the diagonal elements of the matrix \( \Lambda^{(j)} \equiv T^{(j)} (T^{(j)})^T \) are \( \lambda_1 = \lambda_2 = 1/2^j \) and \( \lambda_k = 1/2^{j+1} \) for \( k = 2^j+1, \ldots, 2^j \), \( j = 2, \ldots, J \), and in the last row we use the definition of the scaling components, \( \pi_{x_1}^{(j)} \) and \( \pi_{x_2}^{(j)} \). Next, observe that the components \( \mathbf{x}^{1,(j)} \) and \( \mathbf{x}^{2,(j)} \) at scale \( j \) have exactly \( T/2^j \) observations due to decimation. □
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