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Abstract

A widespread view of social learning is that humans, especially children, learn by observing, copying, and trusting others. This learner-centric perspective, however, fails to capture what is distinctive about human social learning: Even young children draw rich inferences from others’ behaviors, and communicate information to help others learn. Recent work suggests that these early-emerging abilities as learners and as teachers have common cognitive roots: Domain-general probabilistic inferences guided by an intuitive understanding of how people think, plan, and act. Rather than studying social learning and teaching as two distinct capacities, inferential social learning explains these processes as interpretation and generation of evidence in social contexts, painting an integrated picture of how human cognition supports acquisition and communication of abstract knowledge. (120 words)
What makes human social learning so powerful and distinctive?

Humans are hardly the only species that learns from others. Chimpanzees, crows, fish, and even bumblebees engage in various forms of social learning [1–5]. Yet, only humans learn from others in ways that cultivate rich repertoires of knowledge, and only humans have developed cultural institutions to promote social learning at varying scales, from parenting practices to educational systems. What makes human social learning so powerful, smart, and distinctive, and what cognitive capacities underlie this feat?

While social learning—learning from others—has long been a topic of research in cognitive science and beyond, its focus has largely remained on “what learners do”: What are the behaviors that humans (especially young children) exhibit that make them successful social learners? This line of inquiry has offered several potential answers. Even infants show sensitivity to cues that signal adults’ pedagogical intent (e.g., pointing, gaze, infant-directed speech), and in the presence of such cues, they interpret information from them as generalizable knowledge (natural pedagogy [6]); young children imitate others so faithfully that they even copy actions that are causally unnecessary (overimitation [7]); children readily trust what they are told, unless the speaker had been blatantly wrong in the past (epistemic trust [8]). To explain how young children know when to copy, whom to trust, and what to generalize, existing theories have often appealed to associative processes [9] or specialized mechanisms that evolved specifically for the purpose of social learning [Box 1].

Such learner-centric perspective, however, is missing what is truly special about human social learning: We learn from those who help us learn, and we also help others learn. By focusing on the learners without regard for those who enable, facilitate, and promote others’ learning, existing research has often underappreciated the bidirectional nature of human social learning. Instead, social learning has often been characterized as one-way transmission of information, reduced to a collection of transmission biases, heuristics, or cue-sensitivities, and studied separately from the mechanisms that underlie how humans communicate, inform, and teach. This tradition has also shaped the way we think about how young children learn from others; in stark contrast to the image of “children as scientists” who are curious, driven to explore, and motivated to learn [10,11], the image of children as social learners has been more passive, credulous, and deferential [12].

Here, I present a rather different picture of social learning. This picture is not only about how we learn from others but also about how we help others learn, framed within a broader perspective on how humans think, learn, and communicate in the social context. By studying both social learning and teaching through the same theoretical lens, we can begin to understand how the two processes work together towards a common, shared epistemic goal [13,14], giving rise to a form of learning and communication that is powerful, smart, and distinctively human.

Human social learning: Acquisition and communication of abstract knowledge

To understand what it means to learn from others, it is useful to first consider the nature of what we know. Human knowledge is far more than a collection of adaptive behaviors or isolated facts about the world; our minds construct abstract, structured, and theory-like beliefs that reflect our understanding of the world and how to survive in it. These beliefs manifest not only as formal, scientific theories but also as intuitive (folk, naïve) theories [15–17] that are baked into every
aspect of our lives—old wisdoms, new technologies, cultural norms, social conventions, and even artistic creations. Critically, their abstract contents cannot be copied or transferred directly from one mind to another [18], presenting a serious challenge for accounts that emphasize selective copying as the main vehicle of cultural transmission. They also raise questions about how social learning enables acquisition of abstract knowledge well before children can benefit from verbal instruction, or in environments where adult-to-child teaching is rare [19].

In the past decade, collaborative efforts at the intersection of developmental and computational cognitive science have made significant progress in explaining how humans learn from observed evidence. Characterizing human intelligence as a powerful inference engine, Bayesian hierarchical models have formalized learning as probabilistic inferences that operate over abstract, structured representations of the world [20]. Consistent with this idea, developmental research has identified early-emerging signatures of these representations and inferential processes; infants exhibit an abstract, theory-like knowledge in core domains—e.g., objects [21], agents [22,23], number [24], and geometry [25]—that allows them to predict future events [26], explore events that violate these predictions [27], perform actions to learn from self-generated evidence [28,29], and even infer the cause of their failures when such actions fail [30]. This literature has thus painted a picture of young children as curious, active learners; just like scientists, children build, test, and revise their (intuitive) theories of the how the world works by actively acting on the world and drawing inferences from self-generated evidence [10,11].

Learning, however, does not occur in isolation. Humans, especially early in life, are rarely left all by themselves. Although learning from exploration and social learning are often considered as fundamentally different ways of learning, young children’s “exploration” often unfolds in the presence of (or are even scaffolded by) their caregivers, siblings, and peers. While prior developmental studies on children’s causal inferences have rarely acknowledged the role of experimenters who present the evidence to young participants, many of them, in fact, can be reconstrued as studies on how children learn from evidence provided by adults.

This insight has deep implications for what it means to have a comprehensive theory of human learning. Rather than focusing on how humans learn as individual learners, it must explain how learning occurs in a range of contexts that vary in the degree to which others are involved, from self-guided exploration (low) to explicit instruction (high). Only then can we study learning as a whole, and the ways in which humans seamlessly transition between learning (as observers, explorers, scientists, students) and facilitating others’ learning (as onlookers, communicators, demonstrators, teachers).

**Inferential social learning: Learning from evidence generated by others**

**Inferential social learning** (Figure 1, Key Figure) is a framework that characterizes social learning as inferential at its core; humans learn by drawing inferences from evidence generated by others (i.e., observations of and interactions with others) just like how they learn by drawing inferences from observed physical events or self-generated evidence from exploration.

If “social” and “individual” learning rely on the same inferential machinery, then what differentiates the two? One key difference is the learner’s understanding of how the evidence is generated, by whom, for whom, and why (i.e., sampling process [31], see Box 2, Figure 1A).
People’s goal-directed behaviors are caused by, and thus reflect, their abstract, structured, intuitive theories about the world. While naïve learners often produce noisy data due to their lack of prior knowledge and expertise, knowledgeable agents, who already have an intuitive understanding of how things work, can perform more targeted causal interventions that reflect their knowledge about the world. Thus, learning from evidence generated by these agents can be more accurate, effective, and efficient than learning from self-generated evidence. Critically, simply copying the observed behaviors would be insufficient for learning what resides in others’ minds; to acquire the abstract, structured knowledge that led others to do what they did, learners must use the observed evidence—utterances, actions, demonstrations—as information to infer the contents of others’ mental states that gave rise to those behaviors.

Drawing these inferences, however, is a nontrivial feat. To learn from others’ behaviors, the learner needs a causal understanding of how and why those behaviors came to be, that is, a generative model of other minds. This model reflects our intuitive theories about how unobservable states of an agent give rise to its observable behaviors. Critically, these internal states not only incorporate the agent’s subjective mental states (i.e., goals, beliefs, desires) but also its utilities (i.e., costs and rewards). While decades of developmental research has examined children’s reasoning about others’ mental states—often referred to as Theory of Mind--more recent work suggests that the traditional notion of belief-desire psychology is insufficient to explain how people make sense of others’ behaviors. When an agent chooses a cookie over a cracker, the “standard” explanation is that the agent wants the cookie; however, agents might forego a desired goal because the expected costs for obtaining it exceeds the expected rewards (e.g., cookie is too high up on the shelf). A recent proposal suggests that humans assume other agents are utility-maximizers, and interpret others’ actions in terms of their underlying utilities in ways that are intimately tied to their mental states and properties of the external world (Naïve Utility Calculus, [23], see also [22,32–34]). There is growing evidence that such an integrated model of other minds is already present early in life [35,36], supporting both forward-inference (i.e., action-prediction based on known states; forward-inference) and inverse-inference (i.e., using observed actions to infer hidden states). The inverse-inference, in particular, allows learners to use others’ behaviors to infer their knowledge and beliefs that generated those behaviors.

In sum, prior work provides evidence for the foundational capacities that support inferential social learning. Compared to accounts that rely on built-in interpretive biases [6,37], inferential social learning gives more credit to the learners’ social-cognitive capacities while also explicitly taking into account the role of actors (especially as communicators or teachers) into the process of learning. In what follows, I describe how these capacities manifest in how children interpret and evaluate evidence from others (as learners) and how they generate evidence for others (as teachers).

**Children as Learners I: Interpreting the meaning of evidence generated by others**

Consider someone pulling out a tube from a complex-looking toy (e.g., see Figure 1B), which in turn makes a funny, squeaking sound. A learner who observes the action-outcome association might attend more to the toy’s tube (stimulus enhancement), reproduce the action (imitation), or try other ways to generate the outcome (emulation). Yet, a learner who has a model of other minds—a generative model of how others’ minds give rise to their behaviors—can consider the
actor’s goals, knowledge, and beliefs that led the actor to perform that action, and draw different inferences depending on the context.

When the action is clearly incidental (e.g., the actor accidentally pulls out the tube), it suggests that the actor doesn’t know about how the toy works; the observed action-outcome relationship was produced by chance, and it does not license further inferences about the causal structure of the toy. An instrumental action (e.g., the actor intentionally pulls out the tube to make the toy squeak), on the other hand, does suggest that the actor has a particular goal and knows how to achieve it. However, the observed evidence still does not provide further information about the toy; it is possible that the toy has other functions, but the actor did not care to use them because they are irrelevant to the actor’s current goal. When the action is clearly instructional (e.g., the actor pedagogically demonstrates that the tube-pulling makes the toy squeak), this strongly suggests that the actor knows how the toy works and is willing to show others how it works. In such contexts, the actor is expected to engage in pedagogical sampling of evidence [38], generating the best set of evidence that helps the observer learn about the toy’s causal structure. Learning from such evidence is particularly powerful when the observer (i.e., learner) recognizes the actor’s goal and interprets the evidence assuming pedagogical sampling; beyond learning that pulling the tube makes the toy squeak, the learner can go beyond the observed evidence and also infer that it is the only function of the toy (if it had additional functions, the helpful teacher would’ve demonstrated them, too).

These intuitions can be formalized as a set of probabilistic inferences that mutually constrain one another, where both the actor (teacher) and the observer (learner) are generating and interpreting evidence based on a generative model of the other [38–40]. Consistent with their predictions, when children observe an adult’s tube-pulling action in incidental, instrumental, or instructional contexts, they draw different inferences about the toy’s causal functions and modulate their exploration accordingly [41,42], see Box 2.

**Children as Learners II: Evaluating the quality of evidence generated by others**

The power of learning from pedagogically sampled evidence critically depends on the quality of the sampling process: did the teacher successfully select the best set of evidence for the learner? When a teacher fails to do so, the power of social learning can be a hazard. Consider the toy example again, where a teacher pedagogically demonstrates one function of a toy (Figure 1B, 1C) when it actually has a few other interesting functions. The teacher’s demonstration, while true of the toy, is actually misleading; the learner might (reasonably) go beyond the evidence to (inaccurately) infer that it is the toy’s only function. Note that the teacher never provided false information; however, there was a mismatch between what the learner expected of the teacher (pedagogical sampling) and what the teacher actually did (omission of relevant evidence). This omission, or under-informativeness, constitutes a “sin” in pedagogical contexts; the teacher could and should have shown additional evidence, yet failed to do so.

Naïve learners, unfortunately, have no choice but to be misled; they lack the relevant knowledge to even detect the omission itself. Those with prior knowledge, however (e.g., a learner who already played with the toy and discovered other functions), can not only recognize and evaluate the omission as a sin, but also shield themselves from under-informative pedagogy. For instance, when a teacher demonstrates a single function of a toy to a naïve learner, children rate
the teacher as less helpful when they already know the toy has additional functions than when they know it is the toy’s only function [43,44], Figure 1C. Children also guard themselves against potential sins of omission by modulating their inferences based on a teacher’s past informativeness; given a teacher’s demonstration of a novel toy, children explore the toy more broadly in search of additional functions when the teacher had provided under-informative evidence in the past (e.g., taught just one of four functions of a familiar toy) than when the teacher was fully informative (e.g., taught one function of a familiar, single-function toy) [43].

Recent computational work has formalized such evaluation as an inference about the quality of teacher’s pedagogical sampling, operationalized as the utility of evidence. This model considers the amount of evidence sampled by a teacher (e.g., how many functions did the teacher show?) and the epistemic value of the evidence (e.g., is the demonstrated function high or low in value?) given the teacher’s prior knowledge. While preschool-aged children are sensitive to sins of omission, the ability to exonerate “innocent” omissions (e.g., omission due to ignorance) may continue to develop throughout early childhood [45].

Prior work on teacher evaluation (e.g., epistemic trust) has focused on whether children selectively avoid teachers who provide inaccurate information (e.g., calling a `horse’ a `pen’, see [8,12,46] for reviews). Recent work with adults, however, suggests that a simple strategy that tracks others’ past accuracy is insufficient to explain how humans use social information; rather, people use others’ advice or instruction as a way to infer the content that resides in their minds [47]. Children’s sensitivity to sins of omission is consistent with this idea. Rather than using explicit cues to determine whom to approach or avoid, humans consider the process by which the teacher generated evidence [31] and the utility of sampled evidence [45] to evaluate the quality of others’ teaching. These evaluations reflect an abstract notion of informativeness that incorporates others’ wants, needs, and knowledge. Critically, these evaluations are not constrained to pedagogical interactions; they also manifest in linguistic communication, suggesting common cognitive foundations across domains that traditionally been studied separately (see [48,49], Box 3).

**Children as Teachers I: Generating useful evidence by thinking about the learner**

For human knowledge to accumulate and develop over time, learners must eventually become teachers themselves. Children’s abilities as learners—especially their evaluation of others’ informativeness—raises an intriguing possibility: Insofar as children understand what constitutes informative evidence for another learner, they also ought to be able to generate such evidence as teachers themselves. Although research on early social learning and teaching have largely remained as separate literatures, recent work has begun to provide empirical evidence for this hypothesis, suggesting common cognitive roots for our abilities as learners and as teachers.

Consider a toy with 20 identical buttons, only 3 of which play music (Figure 2A). If you had to teach someone how the toy works, how many buttons would you press? While you might be tempted to simply show the three working buttons, for learners who know nothing about the toy, it is important to demonstrate all 20 buttons; given that all buttons look identical, the learner might (reasonably) generalize their function to the undemonstrated buttons and (inaccurately) infer that all buttons work play music. Such selective evidence, however, might actually suffice for learners who had already seen similar toys; they would resist generalizing the evidence and accurately infer that only those buttons play music. Consistent with this intuition, by late preschool years,
children understand that what counts as “just the right amount of evidence” depends on the learner’s prior knowledge. Critically, this understanding manifests not only in their evaluation of teachers but also in how they generate evidence as teachers themselves; children take the time and effort to demonstrate all 20 buttons for a learner who had never seen the toys before, but press just 3 buttons for a learner who has already seen similar toys [50].

Children can also generate the right set of evidence based on the learner’s goal and competence [51]. In this study, children first explored a rather complex causal system with two potential causal variables and two causal effects; either blue or yellow blocks could be placed on either black or white mats to activate either red or green lights. Importantly, one of the mats was placed further away from the rest of the toy, on the other side of the room, and was thus much costlier (harder) to use. When they were asked to play with the toy, 4- to 6-year-old children generated lots of self-generated evidence and learned which variable controls the effect (the color of blocks determine which light turns on, regardless of the mat color). When they were asked to teach a naïve learner, however, the evidence they generated differed depending on what the learner wants (i.e., the learner’s goal) and needs (i.e., the learner’s competence). Children were more likely to generate costly (yet causally informative) evidence that fully deconfounds the two variables selectively when the learner wanted to learn how it works (but not when the learner simply wanted to observe the effect), and when the learner appeared to be incompetent and needed help (but not when the learner was an exceptionally competent learner).

In light of prior work on children’s sampling of evidence as teachers [52,53], these results are worth noting for two reasons. First, consistent with the idea that successful teaching requires Theory of Mind [54–56], children in these studies considered the learner’s goals and prior knowledge to choose the best set of evidence for the learner. Second, these results also suggest that children, as teachers, considering more than the learner’s mental states (goals, beliefs, desires). Children in these studies not only provided “enough” evidence for learners to draw accurate inference, but also resisted providing more than what is required, such as pressing just 3 buttons for learners with prior experience [50], suggesting that they were also considering the “cost” of communication (e.g., effort, time). Just as children’s evaluation of teachers reveals their expectations about others’ informativeness in cooperative communication (i.e., Gricean Maxims, see [48,49], Box 3), children’s generation of evidence as teachers reveals their willingness to be cooperative communicators themselves.

Children as Teachers II: Providing information that maximizes others’ utilities

Children’s resistance to superfluous demonstrations or over-informing is consistent with the idea that children are sensitive to the utility of demonstrations. Nonetheless, studies mentioned above leave open a critical question: whose utility did children consider? Were children trying to minimize their own effort and time, or the learner’s? A recent study combined computational and developmental approaches to provide more direct evidence for the hypothesis that children, as teachers, consider (and maximize) others’ expected utilities [57].

In the studies described above, it was already clear what had to be taught; given the goal to teach how a particular toy works, children had to decide what, and how much, evidence to generate for the learner. Yet, good teaching is just as much, if not more, about deciding “what” to teach in the first place. Prior studies on children’s teaching have often sidestepped this decision
by providing a clear target concept to be taught, focusing instead on whether children sample evidence appropriately [50,51], show adult-like teaching practices (e.g., [58,59], see [60] for a review) or how their concept of teaching develops [61]. Our decisions about what to teach, however, is critical to explaining the power of human social learning. Given that teaching requires time, effort, and resources [60,62], teaching can be far more effective if teachers can prioritize the most important information that must be acquired through instruction, and leave the rest for learners to discover on their own.

The key insight here is that such prioritization can be formalized as decisions that maximize the learner’s expected utilities. Learners, who still have much to learn, are often ignorant of the cost-reward structure of the world, making them susceptible to ineffective exploration that are costly yet minimally rewarding. Knowledgeable individuals, however, already understand what is valuable or costly to learn; by prioritizing teaching things that increase the learner’s rewards or reduce their costs of learning, they can help learners benefit through a combination of instruction (which ensures that learners acquire the most critical, valuable knowledge) and exploration (which allows learners to explore and discover additional things beyond what was taught).

The study (Figure 2B) presented children with a choice to teach one of two toys to a naïve learner. What varied across conditions was the relative difference in the toys’ expected cost of discovery (i.e., difficult or easy to learn from exploration) and expected reward from activating their functions (i.e., the toy generates a high (enjoyable) or low (dull) effect). Children’s responses could not be explained by a simple preference for exciting (high-reward) or complicated (high-cost) toys, or an attempt to maximize their own utilities. Rather, their choices were most consistent with a model that computes the learner’s expected costs and rewards across both toys (i.e., being taught one toy and exploring the other) and chooses the plan that maximizes the expected utility.

These results go beyond showing that children, as teachers, consider others’ mental states (e.g., teaching what others don’t know); they suggest that children, before entering formal schooling as learners, already understand the consequence of others’ ignorance on their expected utilities (e.g., ignorance about a high-cost toy leads to high exploration costs with low chances of reaping its reward) and make choices as teachers that maximize others’ utilities.

Conceptualizing these decisions as a prosocial utility-maximization can help explain both the widespread presence of pedagogical practices and the cross-cultural differences in the degree to which societies rely on these practices. Cultures vary in the kinds of knowledge and skills that make up their cultural repertoire; when a society faces the need to share large amounts of abstract, structured knowledge---often very high in discovery costs (e.g., reading or counting system can be challenging or nearly impossible to learn without being taught)---this can create the pressure to develop more standardized, scalable ways to educate their young. From this perspective, the diversity and variability in child-rearing and educational practices across cultures [63,64] may also reflect the distinctively human (yet culturally universal) abilities to select, compile, and curate useful knowledge in ways that balance our collective utilities.

**Learning from others, helping others learn: Towards a unified account of human learning and teaching**

The studies reviewed here provide initial empirical support for inferential social learning; humans learn from evidence generated by others, and generate useful evidence to help others learn. Both
processes are inherently communicative and cooperative in nature, supported by cognitive capacities that emerge early in life: domain-general inferential abilities that operate over abstract (often domain-specific) representations of how the world works and how other people think, plan, and act. This view goes beyond existing theoretical perspectives in a number of ways.

First, it explains how humans learn from both self-generated evidence and evidence provided by others, painting the curious, active, scientist-like image of young children not only as independent explorers but also as social learners. Beyond the focus on well-studied sources of social information such as speech and action-based demonstrations, this perspective calls for studying how children learn from other kinds of social information, such as emotional expressions or evaluative feedback from others (e.g., praise).

Second, it explains social learning and teaching within the same integrated framework that characterizes how humans learn, communicate, and teach in social contexts. While children may generate relatively noisier and less structured evidence as learners, they can also seamlessly transition from acting-to-learn to acting-to-inform, using their knowledge to generate structured evidence that are tailored to maximize others' learning [50,51]. Of course, children’s ability to hold, process, remember information, and their mastery of words and action to articulate their knowledge, continue to develop throughout childhood; thus their apparent failures—both as learners and as teachers—may arise from any and all of these components. Behind their noisy behaviors, however, is a sophisticated, nuanced, yet continuously developing understanding of the world, of other minds, and of the ways in which people learn, teach, and communicate.

Finally, it also urges us to revisit the idea that teaching is a capacity that is fundamentally different from learning, or the emphasis on mental-state reasoning as the key to human teaching [56,61,55,65]. Children’s behaviors and decisions reflect a rich, intuitive model of other minds that critically incorporates others’ utilities as well as mental states, supporting effective, flexible, and “smart” inferences as learners and as teachers. Indeed, these capacities also manifest in other domains, such as inferring the difficulty of novel tasks for others and themselves [66].

**Concluding remarks**

What makes human social learning so distinctively powerful and smart? Inferential social learning provides an integrated framework for understanding how we learn, teach, and communicate, and how these processes are intimately intertwined in everyday social interactions. Rather than a list of “social learning strategies” [67] or “transmission biases” [6], these interactions are a natural consequence of our inferential and representational capacities for assessing the value, meaning, and interpretability of evidence. These inferences, evaluations, and decision-making processes are hard at work regardless of whether we’re on our own or interacting with others.

Humans are driven to learn, improve, and connect with others [68]; even as young children, they capitalize on social learning as a vehicle for intellectual growth, and turn this motivation outwards to help others learn. Just as children have much to learn from us, we, as scientists, have much to learn from how children think, learn, and communicate.
Box 1. Copying what others do, trusting what others say: How and Why?

A large body of literature on social learning has focused on imitation and selective trust as major mechanisms for cultural transmission [9,69–72]. An underlying assumption in this body of work is that copying provides an easier, cheaper alternative to individual (“asocial”) learning. Given the prevalence of copying and mimicry in nonhuman animals (often characterized as transmission biases [69,73] or social learning strategies [74–76]) and its apparent benefit of reducing the costs of acquiring adaptive behaviors, it may seem reasonable that human social learning also has a similar evolutionary root; perhaps we are genetically predisposed to copy what others do and trust what others say, relying on specialized mechanisms that detect particular cues (e.g., size, age, or social status) that “trigger” or “elicit” these behaviors.

The idea that humans have evolved specialized mechanisms for social learning has a strong intuitive appeal. The empirical findings, however, seem rather mixed; children indiscriminately over-imitate unnecessary actions [7] or selectively imitate intentional actions [77]; they trust anyone who points [78] or trust those who were reliable in the past [8]; infants interpret object properties as generalizable given pedagogical cues [37] but they also consider the probability of sampled evidence [31]. How do we make sense of these findings?

From the perspective of inferential social learning, these results all reflect reasonable responses to observed evidence given the context. The question at stake is not whether children copy or trust (of course they do) but how and why children engage in these epistemic practices, and what cognitive capacities support their abilities as learners and teachers. Rather than shifting the explanatory burden to specialized mechanisms that trigger social learning with an added layer of late-developing cognition (e.g., language, theory of mind), or hypothesizing a particular kind of cognition specifically for teaching [65], inferential social learning makes explicit assumptions about what cognitive capacities give rise to these epistemic practices, and explains how by using computational models that formalize the underlying representations and inferential processes. Why do children imitate, trust, and generalize? It’s not because they have cue-detecting mechanisms that elicit these responses, but because they interpret observed actions to recover their underlying meaning and actively decide whether to re-enact, trust, or generalize; after all, imitation is yet another way to generate useful evidence based on our observations of others. These abilities support far more than social learning and teaching, shaping children’s everyday behaviors from self-guided exploration to cooperation and even deception.
Box 2: Foundations of inferential social learning: Early-emerging inferential abilities

**Knowing when to learn from others:** Learning from exploration works insofar as learners can produce meaningful data, but not all interventions are effective. Thus, learners must decide when to explore and when to rely on others. Evidence suggests that even infants approach this decision as a fundamental inference problem; when infants imitate but fail to produce the expected outcome, they use the statistical dependencies in others’ actions and outcomes—who succeeded or failed—to infer the cause of their own failures (i.e., is it me, or the toy?), and decide to explore another toy vs. seek others’ help depending on the likely cause [30].

**Knowing what to learn from others** When someone demonstrates an interesting property of an object (e.g., squeezing the toy makes it squeak), learners face a question about how far to generalize the property: Do all other toys squeak, too, or just this one? Research suggests that even infants understand differences in others’ sampling processes and modulate their inductive generalization accordingly [31]. For instance, when an agent draws a sample of 3 blue toys (each of which squeaks when pressed) from a box that contains both blue and yellow toys, infants’ generalization of the squeaking property to the yellow toys depends on the proportion of yellow and blue toys in the box; for instance, if the blue toys are rare, the sample indicates that the agent engaged in “strong (vs. weak, random)” sampling to produce a biased sample (e.g., the actor chose just the blue toys because the yellow ones do not have the property, Figure 1A, main text). In the absence of demonstrated properties, strong sampling can indicate the agent’s intrinsic preference for the exemplars [79,80].

**Learning from pedagogically sampled evidence:** Seeing a demonstration of a toy’s property also raises a question about the toy itself: does the toy have other properties, or is this it? Beyond flexible inductive generalization [31], children’s sensitivity to sampling process also supports causal inferences that go beyond the evidence (Figure 1B, main text). Given a demonstration of a toy’s squeaking property, children are more likely to infer it is the toy’s only property and explore less when the action suggests pedagogical sampling (instructional) than when it does not (e.g., instrumental or incidental actions) [41,42]. These results have been replicated in Yucatec Mayan culture where children rarely receive direct instruction from adults [42], suggesting that children’s interpretation of pedagogically generated evidence emerges from an understanding of others’ minds and sampling processes rather than prior exposure to culturally specific teaching practices.
Box 3. Cooperative communication via actions and words.

Mutual, recursive reasoning about others’ minds—key assumption in computational models of pedagogical reasoning [39,40]—leads to the expectation that evidence provided by a teacher should be true, relevant, sufficient for accurate inference, yet not superfluous given the learner’s goal and knowledge. It is not a coincidence that these are the key properties of Gricean Maxims and cooperative communication more generally [48,81], also formalized as recursive mental-state reasoning between a speaker and a listener (Rational Speech Acts, [49]).

Both models—RSA and pedagogy—extend probabilistic models of learning by incorporating psychological reasoning as a generative process for sampling of evidence, one as goal-directed actions [39] and the other as linguistic utterances [49]. Together they provide a productive framework for formalizing learning and communication across a range of contexts and modalities, suggesting that similar inferential processes underlie interpretation and generation of evidence in teacher-learner or speaker-listener interactions [39,49,47,82]) as well as evaluation of teachers’ or speakers’ over- or under-informativeness [45,50,83]. These theoretical parallels also manifest in empirical results, where children show similar developmental trajectories in their inferences and evaluations in linguistic communication and pedagogical interactions.

Inference: By age 3, children draw ad-hoc implicature (i.e., implicature based on a scale constructed in context [84], expecting speakers to generate utterances in a way that helps the listener infer their intended, pragmatic meaning (e.g., “my friend has glasses” means the friend is not wearing other things, Figure 3); this parallels children’s inferences in pedagogical contexts (Figure 1B, “the toy does not have other functions”), both of which emerges from an expectation about helpful communication [41,42].

Evaluation: Preschool-aged children can reject literally true but pragmatically misleading statements (e.g., “Some of the blickets have a crayon” when all blickets have crayons, Figure 3), but unlike older children, they succeed only when the appropriate scalar alternatives are made clear in context [85,86]. This resembles children’s evaluation of under-informative pedagogy where, unlike older children, 4- and 5-year-olds penalize an under-informative teacher only after having seen a fully-informative teacher [44], both of which may emerge from understanding what a helpful communicator would have said or demonstrated.

Language (speech acts) and action-based demonstrations have their distinct advantages in communication; a few words (e.g., “all buttons work”) can replace costly demonstrations, but sometimes seeing a demonstration is worth a thousand words. For all their differences, however, the way we interpret their meanings may involve similar representations and inferential processes [87]. From this perspective, what distinguishes teaching (pedagogy) from other communicative behaviors is not whether it involves actions vs. words, but the strength of mutual expectations about the process of evidence-generation.
Box 4. Pedagogy and cumulative culture: Why distinctively human?

Many nonhuman species show basic inferential capacities [88,89], and primates in particular have a surprisingly rich understanding of others’ mental states [90,91]; rather than relying on reflexes that result in teaching-like behaviors (e.g., meerkats, [92]), they imitate human actions selectively [93,94], coordinate with their conspecifics towards a common goal [95], and even engage in basic tool-sharing behaviors [2]. What, then, makes humans so distinctive in their behaviors as learners and teachers?

The ability to draw inferences from others’ behaviors—the key driver of inferential social learning—may be present in other species. However, non-human species may be limited in their underlying representational and inferential capacities [96], which in turn limits their ability to represent and reason about abstract, structured contents of cultural knowledge, or capitalize on the intentional structure of pedagogy. Evaluation and generation of evidence, in particular, require recursive reasoning about how one’s communicative behaviors impacts another’s epistemic state given their mutual expectations about the context.

Another answer may lie in our motivation to learn from others and help others learn. The findings described in this paper wouldn’t exist without children’s desire to connect, communicate, and cooperate with others [68], yet even simple helping behaviors are difficult to find in nonhuman species {Citation}. While inferential social learning does not make explicit commitments about the origins of human prosociality or altruism, it invites motivation as a part of the picture by explaining how cognitive capacities can generate context-specific motivations to help, communicate, and teach (i.e., to want to remedy others’ false belief, we must first represent it as such). After all, the most remarkable aspect of human intelligence is not its power alone but our willingness to use it on behalf of others [31].

More generally, to explain what makes humans special, existing proposals have emphasized either the individuals’ cognitive abilities (i.e., “big brains”) as drivers of individual discoveries [70,72,98]) or the inherited cultural knowledge [9,69,71] that obviates the need for individual intelligence. In inferential social learning, both are necessary: “Big brain” supports powerful inferences from observed evidence, and “culture” is what resides in people’s minds to generate evidence they provide for others. Through each individual making their own decisions about how best to acquire, revise, and communicate what they know, we, as a group, can drive accumulation of abstract cultural knowledge that evolves over time. By understanding what makes these decisions and inferences so powerful and distinctive, we can also better understand the distinctively human nature of our cultural knowledge.
Figure 1, Key Figure. Human learners (EI, orange) draw inferences from observed evidence either from their own exploration or from others’ behaviors. Such learning can be particularly powerful when the evidence is generated by knowledgeable, helpful agents (EG) whose goal is to communicate their knowledge (i.e., teacher, green). In inferential social learning, the learner and the teacher work together towards a common epistemic goal (learner’s acquisition of desired knowledge) by drawing cooperative inferences about others’ mental states (e.g., goals, beliefs, desires) and utilities (costs and rewards of goal-directed actions). The lower panel shows learner’s inferences given demonstrated evidence. A: Given three blue toys that squeak, drawn from a box with mostly yellow toys, suggests strong sampling (indicating that the evidence-generator knew that only blue toys squeak); even infants are sensitive to the sampling process and decide whether the squeaking property generalizes to yellow toys based on the probability of the sample [31]. B: A tube-pulling action on a complex-looking novel toy in a pedagogical (instructional) context suggests the toy does not have additional functions. Toddlers and preschoolers consider the context in which the action was performed (incidental, instrumental, or instructional) and explore toys differently depending on whether the observed evidence indicates the presence of other functions [41,42]. C: When the learner already knows about the toy’s additional functions, the learner can recognize the omission of evidence as “a sin” and evaluate the quality of evidence accordingly. Children as young as four evaluate a teacher as less helpful when they stop short of demonstrating all functions of a toy [43,44].
Figure 2. A: While pressing all 20 buttons ensures the learner has exhaustive evidence, but it is costly and effortful; pressing just the 3 working buttons is efficient and effective when the learner has prior knowledge (top thought bubble) but misleading for learners who lack prior knowledge (bottom thought bubble). Children consider what the learner knows to evaluate teachers who press 20 or 3 buttons, and even press 20 or 3 buttons as teachers themselves [50]. B: Given a choice to teach one of two toys (and let the learner explore the other), a teacher can maximize the learner’s utilities by reasoning about the costs a learner might incur from exploration (discovery costs), the rewards gained from discovery (discovery reward), as well as how teaching might minimize the discovery costs while ensuring the reward. In this example [57], the teacher is choosing between a low-reward (LR, music) low-cost (LC, single button) toy and a high-reward (HR, light globe) high-cost (HC, multiple buttons) toy. By choosing to teach the HR/HC toy, the teacher minimizes the high discovery cost and ensures the learner reaps the high reward. The graph shows 6 different conditions where children were presented with different pairs of toys, and the proportion of children who chose each toy. Green dots indicate model predictions from the “full model” that considers the rewards and costs of being taught (chosen toy) and exploration (unchosen toy).
Figure 3 (to appear in Box 3). Parallels between pragmatic inferences and evaluation in pedagogical contexts and linguistic communication. In A, when a speaker says “my friend has glasses” given three friends (one with neither glasses nor hat, one with glasses only, and one with hat and glasses), children infer that the friend does not have a hat, and chooses the second one even though the third one also has glasses [84]. Just like inferring that a toy does not have additional functions [41,42], this inference requires the understanding that a helpful agent would have shown additional functions or mentioned the hat to identify the friend. In B, even preschool-aged children reject the utterance “Some of the gazorps have blue headbands” as infelicitous but only when they have seen accurate and relevant uses of the word “some” (e.g., when the property applies to 3 of 4 gazorps). Just like evaluating sins of omission, this requires the ability to understand that the teacher/speaker could have shown additional functions (but did not) and could have used the word “some” (but did not).
Highlights

- Human knowledge is abstract, structured, theory-like, and reflects our intuitive theories of how the world works.
- To understand how humans acquire and communicate abstract knowledge, we must study social learning (how we learn from others) and teaching (how we help others learn) through the same theoretical lens.
- Human social learning and teaching are best described as rich, abstract inferences grounded in basic cognition, empowered by representations of others’ minds (e.g., mental states and utilities).
- Learners recover the abstract contents of others’ minds by inverting an intuitive, causal model of how people think, plan, and act; these inferences are particularly powerful when the evidence is generated those who intend to teach; the learner interprets and evaluates evidence based on a model of the teacher’s mind, and the teacher generates evidence based on a model of the learner’s mind.
- Young children’s abilities as learners and teachers suggest that children are far more than passive recipients of social information; they actively seek, interpret, and evaluate information from others, and generate useful evidence to help others learn.
Outstanding Questions

- Inferential social learning has been applied to explain how humans—especially young children—learn about the external world (e.g., objects, causal mechanisms, other people); can it also explain how humans learn about the inner world (i.e., the self)? How do children learn from others’ feedback about the self (e.g., praise, criticisms) and how do they communicate to others about the self?

- Existing literature has focused primarily on the role of language and action-based demonstrations as information for social learning. Do humans (especially children) use others’ emotional (e.g., facial, vocal, or even symbolic (emoji)) expressions as information for learning? Do they generate emotional expressions to help others learn (e.g., emotionese)?

- Humans not only engage in cooperative interactions towards their epistemic goals, but also leverage social information to maximize their gains (as learners), or withhold information to outcompete others (as communicators). How can we extend the inferential social learning framework to explain social decisions and interactions in competitive contexts?

- Inferential social learning suggests that a combination of existing cognitive capacities can explain how we learn, communicate, and teach. In the past couple of decades, we have learned a lot about the neural mechanisms that support social perception, mental-state reasoning, and utility-based decision-making; how can we integrate advances in cognitive neuroscience within the framework of inferential social learning to better understand how the brain supports cooperative communication as learners and as teachers?

- Inferential social learning suggests that copying and imitation does not successfully solve the problem of acquiring abstract knowledge. Yet, most machine learning/AI algorithms for social learning relies on these strategies. How can we use insights from children’s abilities as learners and as teachers to develop machines that can learn more effectively from humans and communicate more naturally with humans?
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