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Online Appendix. Free Responses to Survey on Researcher Discretion 

 

For what other reasons do researchers [choose which measures and analyses to report and 

highlight], and what other effects does it have on published research using your primary 

method? 1 

For what other reasons do researchers [choose which observations to exclude from primary 

analyses], and what other effects does it have on published research using your primary 

method? 10 

For what other reasons do researchers [choose to gather additional observations after observing 

results], and what other effects does it have on published research using your primary method? 19 

For what other reasons do researchers [choose not to report a sample or subsamples], and what 

other effects does it have on published research using your primary method? 28 

For what other reasons do researchers [choose not to report or highlight hypotheses], and what 

other effects does it have on published research using your primary method? 37 

For what other reasons do researchers [change their predictions and/or underlying theory], and 

what other effects does it have on published research using your primary method? 46 

It is extremely valuable to us to know about the first-hand experiences of researchers in these 

settings. We encourage you to share your experience with us in the space provided below. 56 

Have you or one of your PhD students failed to replicate a study published by someone else? If 

so, why do you think the replication failed, and how did you respond? 84 

What advice would you provide to editors and reviewers that would help them improve authors’ 

use of their discretion in reporting empirical research? 105 

What other forms of discretion are used by researchers, and what important effects do they 

have? 126 

Besides the motivations noted here, what other motivations for use of researchers' discretion 

have you or your peers personally experienced? 136 

Please use this space to share any other thoughts that authors or readers of this study might 

find useful. 143 

 



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

For what other reasons do researchers [choose which measures and analyses to report and highlight], 

and what other effects does it have on published research using your primary method?   

6-Assistant Professor-Field Experiments 

This is a tough one. Again, disclosure of key measures that don't "work out" is preferred. One reason this 

happens is because we too often encourage young scholars to throw everything but the kitchen sink 

into the instrument. This is bad because it can lead to picking and choosing, but it's also bad because as 

other researchers borrow instruments they also borrow (unknowingly) questions that are well vetted or 

not. Sometimes we try to design questions to capture an effect and we don't have prior instruments to 

rely on. When those questions don't pan out, it's not clear if it's poor design or no result. I think 

researchers should feel more comfortable coming forward and admitting measures were not well-tested 

beforehand, and not be punished by reviewers for it. Unfortunately, reviewers seem to uniformly punish 

any null results - or at least that's the fear. In truth, as a reader or reviewer I'm not too concerned about 

a glut of post-test questions (meant to measure process or mediators) that don't pan out, but I want to 

know about main DV or IV measures that don't pan out. 

12-Assistant Professor-Field Experiments 

I believe there is some confirmation bias at work in reported studies (maybe not intentionally 

overstating results, but doing so due to biases towards the researchers' hypotheses). I also believe that 

the nature of the publication process biases towards studies with supported hypotheses, and this 

increases pressure on researchers to present data that supports their hypotheses. 

13-Full Professor-Field Experiments 

I believe this method is used too frequently to "cherry pick" the most advantageous findings from an 

array of independent and/or dependent variables and thus at least marginally overstate results.    

17-Full Professor-Field Studies 

Generally with field research you have massively more data than can be reported in a study, and there 

could be multiple theoretical explanations. It is common and good practice to attempt to identify the 

theory that provides the most coherence to the data and then provide multiple examples of how this is 

exemplified and where anomalies/exceptions were found.Not all examples can be accommodated in a 

journal length paper, so only the most salient items are disclosed. (This relates to the true qualitative 

work, but is difficult to answer in simple terms as I apply methods as they best fit the question I wish to 

explore so I do interviews, archival documents, focus groups, surveys, experiments, etc.--thus I've 

chosen one to respond to). 

20-Assistant Professor-Field Studies 

to make the paper more succinct, improve readability 

25-Associate Professor-Field Studies 

Of course anything is possible but this strategy is severly limited by the fact that prior publications more 

or less set the stage of the type of variables that the audience expect will be reported. You cannot do 

everything and believing that the audience (or the reviewers actually) believes everything. So this 

strategy is cleary disputable but I am somewhat trusting our field that we have mechanisms in place that 

this does not happen abundently. Maybe that is naief.  
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28-Full Professor-Field Studies 

again, not relevant 

30-Associate Professor-Field Studies 

these questions apply to positivist research, which is not what i do 

36-Assistant Professor-Field Studies 

It is easy to theoretically justify any number of approaches to find a result. I feel like norms are starting 

to arise to combat this. For instance, many authors are now clustering standard errors more accurately 

after [PAPER]. Some disciplines are starting to employ Bayesian analysis. In experimental research, the 

use of model specification to manipulate results is less likely because experiments often involve simple 

comparisons of means.   

38-Assistant Professor-Field Studies 

I do mostly qualitative work so not quite as relevant.  

41-Emeritus Professor-Laboratory Experiments 

Authors sometimes use this form of "discretion" because they are explicitly told by reviewers and 

editors to present a clean strong picture and drop weaker results from alternative measures. 

44-Assistant Professor-Laboratory Experiments 

This is a huge problem. What does it give the coauthor team to provide no-results tests, for example, in 

the publishing process? Just last week, someone in a workshop gave the recommendation to take out a 

test that was strong in internal/statistical conclusion validity because results were weak. I looked 

around, and the vast majority in the room didn't even blink an eye at that suggestion. 

49-Full Professor-Laboratory Experiments 

There is an EXTREME bias against publishing INTERESTING null results (as well as research questions (vs. 

hypotheses) when in reality BEFORE the data was collected the authors were not sure about the 

direction of effects. I find it amazing how just about every study in the top tier has like a 100 hypothesis 

support rate - not healthy. 

57-Associate Professor-Laboratory Experiments 

Again, experiments are costly.  I think people use this discretion to get something publishable from all of 

the time and effort that goes into an experiment. 

58-Full Professor-Laboratory Experiments 

Only significant results tend to get published. Potentially meaningful non-results may be overlooked. 

61-Full Professor-Laboratory Experiments 

I feel pretty good about this area in my work.  We seldom report really knife edge results.  In most cases, 

we try to report the most logical tests. At worst, referees force us to try to control for everything under 

the sun, and at times this feels like it leads to less than ideal models of the effects. I personally think we 

sometimes throw the baby out with the bath water.  If anything, we sometimes find really contrary 

results to what we expected, and report them as such.  But, I work really hard to not put anything out 

there that is likely to not be replaceable.   

64-Assistant Professor-Laboratory Experiments 

You may realize after the fact that some measures just weren't good or effective for one reason or 
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another. So, to report all of them and confuse the story would be stupid. But, having said that, it's easy 

to come up with this justification to exclude any failed measure. 

65-Associate Professor-Laboratory Experiments 

We don't publish no-results papers. I think these methods are used to reach significance, because 

otherwise the results won't get published (even with sound theory of why it should have worked).  

73-Full Professor-Laboratory Experiments 

To shorten long manuscripts.  

75-Associate Professor-Laboratory Experiments 

ignorance, following conventions of prior research, doing whatever arbitrary thing the reviewers or 

editors ask for because we have to please them. I think in all these cases, it probably adds noise and 

uncertainty to what we can reliably know. 

76-Assistant Professor-Laboratory Experiments 

Reason why: I would hope that all tests conducted are at a minimum footnoted in the results. One 

should only take measures that they want to use and report. In order to publish in my area in these 

journals you generally need robustness of measures so the overstatement should be minimal. 

78-Associate Professor-Laboratory Experiments 

As I stated previously. And, if one is really doing scientific research, the right way is to disclose all.  

79-Full Professor-Laboratory Experiments 

The results for these measures are non significant and so does not fit well in the overall story or requires 

too much explaining, making the paper less focused. The paper may get too long so some 'less 

important' measures are excluded. So the results may not be overstated as such but there may be some 

interesting findings from further analyses of these variables, and some new ideas from understanding 

the incongruency of these variables, that can aid other researchers in the same area. 

90-Full Professor-Laboratory Experiments 

To increase the likelihood of the paper being published.  

92-Assistant Professor-Laboratory Experiments 

Probably to minimize clutter and excessive footnotes, etc. To make the manuscript more readable. 

Sometimes including all of this information and detail can then make readers say that the manuscript 

has too much in it, is too long or unfocused, etc.   

94-Full Professor-Laboratory Experiments 

Again, sometimes analyses are rejected by the review process. Journal space may also prohibit excessive 

reporting of analyses. 

95-Full Professor-Laboratory Experiments 

For a well designed experiment, the stats should be very simple, and the results glaringly obvious.  Lately 

it is in vogue to gather many debriefing variables and report one or two as mediators in a complex 

analysis -- as a reviewer I often see what looks like opportunistic selection of those variables to turn a 

busted manipulation into something that looks more significant. 
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96-Full Professor-Laboratory Experiments 

Researchers sometimes ask way too many questions, just to see what will happen with various 

measures, because they know they don't have to present them all in the paper. If all of those had to be 

presented, it would be too cumbersome to read and truly would clog up the paper. Sometimes only 

certain measures are reported to streamline presentation of the results. 

98-Assistant Professor-Laboratory Experiments 

I am actually more worried about reviewers nitpicking at papers with unreasonable expectations that 

every measure should work and be reported, as opposed to authors cherrypicking measures. This risk is 

mitigated by the convention that authors submit their experimental materials along with papers (unlike 

in some other fields).  

99-Full Professor-Laboratory Experiments 

It may be wishful thinking, but at times, the data reveal the flaws inherent in the experimental 

materials--e.g., a DV subject to ambiguous interpretation 

100-Assistant Professor-Laboratory Experiments 

This is an area where My cynicism has grown.  Perhaps it is natural for researchers to 'put their best foot 

forward'. But I hope that they will also transparently communicate the limits to robustness. 

103-Associate Professor-Laboratory Experiments 

If authors provide good reasons why they choose non-parametric vs. parametric tests, and why they 

include various control variables, etc. then the informativeness of the study improves. If there are no 

good reasons, it ends up overstating the results.  

105-Associate Professor-Laboratory Experiments 

It seems hard to think of a situation where not reporting messy data would IMPROVE informativeness, 

across any methodology. 

107-Full Professor-Other Methodology 

I filled this out with respect to simulation methods. By their very nature, simulation methods vary a lot 

of variables simultaneously, while the researchers have no strong ex ante priors on how these variables 

may interact. (Very few papers, if any, develop hypotheses beyond that particular variables are 

important to consider.) In order to learn anything from these simulations, the researchers have to help 

the reader "see the woods for the trees" ex post. That is, they will report those effects that are 

economically significant. (Statistical significance is somewhat moot, given researchers' ability to increase 

the sample size is virtually unlimited.) This reporting (which could be considered selective reporting) 

hence increases the informativeness of the study a lot. In my view, there is very little overstatement of 

the results, however, as studies do clearly report on all the variables that were manipulated and will 

point out how these other variables (sometimes considered control variables or alternatively variables 

of interest that don't end up being the stars of the show) affect any of the important take-aways 

reported. I'd suggest that that is transparent on this front. 

108-Full Professor-Other Methodology 

We need to discount a lot of the published results, particularly from proprietary data (unique datasets, 

experiments etc.) There is a huge incentive to make results look better than they are, and most 

4



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

everyone I know engages in the practice to some degree. I even know of many cases in which the 

underlying story changed in response to results .... this is scientific enquiry in name only. 

111-Full Professor-Other Methodology 

i find these questions tough. They come down to speculation.  

As long as researchers (1) have solid theory (top Libby boxes) and (2) tell exactly what they did and what 

data they include or excluded (and what are the outcomes if they simply included all data) I think we can 

learn from these studies.  

116-Full Professor-Archival 

The incentives are arguably too strong to report results consistent with primary hypotheses and/or 

editor preferences/priors.  It is highly likely that the need to publish in a "top journal" induces discretion 

that favors only those results that "tell the story." 

118-Assistant Professor-Archival 

I've found that the review process typically requires a series of robustness and sensitivity results. So 

although some authors may not find strong results with certain DVs, the review process usually 

demands that results are robust. Although authors tend to highlight or tabulate certain results over 

others, many tests have been performed and requested to evaluate robustness of the results. 

123-Doctoral Student-Archival 

Similar to omitting discussion/presentation of "failed" hypothesis tests, this issue increases the chances 

that results are spurious, i.e., the authors wouldn't come to the same conclusion under many/most 

plausible specifications. 

124-Full Professor-Archival 

Poor theoretical justification for some variables, analyses, etc. 

 

Pragmatism coupled with a desire to create impression of consistency in results: (might expect 5% of 

tests not to work even if theory and analysis are broadly correct). Drawing attention to outlier results 

may be perceived as unhelpful insofar as it attracts unnecessary scrutiny. 

 

Effect: propagates the myth that all results need to align perfectly to successfully navigate the 

publication process. Creates an impression of precision in results that is almost certainly not justified 

127-Full Professor-Archival 

Informative and overstated describe the two main effects I can see.   

131-Full Professor-Archival 

I wish authors would do more ex ante to CHOOSE the right measures.  I can't tell if they are picking and 

choosing or if they were lazy and didnt get the right (ie, complete) set of measures in the first place. 

135-Associate Professor-Archival 

To show strong results and hide weak results 

138-Archival 

No evidence one way or another 
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145-Full Professor-Archival 

I would hope that the objective of using this type of discretion would be to make the paper more 

informative rather than to overstate results. I believe that most of this discretion is driven by the large 

majority of "robustness" tests that add little to the paper and make the paper unreadable. Many of the 

robustness tests involve calculating a variable several different ways, running many regressions with all 

different kinds of control variables thrown in, and partitioning the sample in umpteen ways. Authors are 

defenseless against this speculative onslaught by referees, and I would guess that they use their 

discretion to de-emphasize some of these often baseless and mis-specified robustness tests. 

146-Associate Professor-Archival 

discretion used to meet journal's expectations or past practices   

150-Full Professor-Archival 

This is just a form of p-hacking. There is a long literature on this. Recent effort is [PAPER]. 

154-Full Professor-Archival 

Mnay times is mitigated by reviewer/referee/editorial process. 

155-Assistant Professor-Archival 

To provide comparability to prior research. 

156-Associate Professor-Archival 

I don't think changing measures or analyses is useful as reviewers will likely question whether and how 

alternate proxies or tests change outcomes. 

157-Assistant Professor-Archival 

Same comments as with regard to not reporting all samples.  

169-Assistant Professor-Archival 

Like running the data before writing complete hypotheses/front-end, I think people do this because 

everyone else is. We as accounting researchers do not tend to prioritize the skills around confidence 

intervals and how to avoid "p-hacking", and instead tend to pay overstate the importance of statistically 

significant results - both in terms of how significant and in terms of an expectation that even one non-

statistically significant result casts serious doubt on the entire exercise. When you can't beat them, you 

join them, and right now accounting authors seem to be herding around reporting only what supports 

your research because referees and editors (even when it's those same authors on the other side) don't 

allow any margin for "error". 

171-Full Professor-Archival 

Sometimes reviewers ask for supplemental analyses that are tangential to the main results. There have 

been times when this has been frustrating because there are no clear proxies for certain constructs. 

When choosing from among several alternative (but not good) proxies, I think authors choose whichever 

proxy provides evidence that seems consistent with the reviewer's conjecture. 

173-Full Professor-Archival 

This is a primary example of p-hacking 

183-Full Professor-Archival 

to avoid conflicts with other papers (political reasons) 
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187-Associate Professor-Archival 

Discretion is often needed, given the numerous forms to execute a statistical analysis.  

196-Full Professor-Archival 

To simplify the story and to reduce an enormous number of tables to a manageable quantity 

210-Full Professor-Archival 

I believe that the publication of datasets and codes will mitigate the magnitude of the issue. 

215-Full Professor-Archival 

Ability to replicate is the key here. Data and routines should be made available to other researchers. 

216-Full Professor-Archival 

Ex ante, researchers do not usually know the correct variable(s) to use, so they "experiment" with 

different models, and report the most significant ones. While this biased reporting overstates statistical 

significance, it is perhaps unavoidable, because researchers do not know the right model. So, this 

experimentation is an inevitable part of finding the true model, and not simply self-serving. 

223-Full Professor-Archival 

None that I can think of. 

226-Full Professor-Archival 

Pre-empting what is expected by reviewers (which is highly correlated with conformity and fads) 

233-Full Professor-Archival 

I think selective reporting of results may be appropriate if the researcher provide full information and 

clearly states why he/she is not reporting results contrary to expectations.  Otherwise, the findings may 

not be random and suffer from researcher's bias.   

236-Assistant Professor-Archival 

I recognize that there are limits to how many "additional analyses" and "robustness tests" can be 

reported in an published paper. However, I am concerned that discretion in which results are reported 

can and is used to overstate apparent empirical results. I believe that psychology research maintains has 

a norm of reporting results from all tests explored as part of a research project. I like this standard. I 

believe that reporting more, rather than less allows the reader to better assess what knowledge can be 

taken from a given research project. 

239-Assistant Professor-Archival 

In my experience, this is the most frequent in trying to "make" work some test demanded by a reviewer, 

especially when the authors place little value on the test. It is just easier to just find a reasonable and 

valid way to make the bad test work, than explain to the reviewer why the test was ill-conceived to 

begin with. 

251-Full Professor-Archival 

Editors and reviewers are overly focused on p values, so authors are motIvated to provide results that 

meet conventional expected p values.  As a result, the literature is probably full of reported results may 

be strictly true, but that are of limited generalizability.  I don't think that researchers are generally aware 

of the limited generalizability of many "accepted" results. 
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256-Full Professor-Archival 

only report or highlight some of them.  

 

If the issue you are focused on is selective reporting, it may be a function of the purpose of the author.  

We know that there are examples of completely falsified data and totally fraudulent scholarship. No 

doubt there is also overly managed reporting.  But I don't think a questionnaire can get us to the answer 

as to how large the problem is in our profession. 

258-Assistant Professor-Archival 

Often there are no clear theories for what control variables to include. Again, with accounting papers 

being on the long side, authors may limit the reporting on different control variables and methods 

examined. 

260-Associate Professor-Archival 

A good paper will put their findings through a battery of robustness tests using alternative measures or 

will do additional analyses to rule out alternative hypotheses. 

261-Assistant Professor-Archival 

I think registered reports would be so helpful in this area.  When working with coauthors I like to agree 

in advance of running the empirics what analysis, tests, variables etc. we think are justified so that we 

don't just cherry pick.  But even still it's hard - when I submit a paper where a result goes away with 

some robustness I'm reporting it gets hammered the reviewer even if all my other tests work.  The 

disincentive to fully disclose is strong. 

270-Assistant Professor-Archival 

I am concerned this happens a lot. The problem is it is critical to developing the analysis and if the 

"additional" control variables are significant, then adding them is what should be done, because they 

should have been included in the first place. The potential that control variables are omitted or an 

alternative methodology is more appropriate is the duty of reviewers to determine. With the caveat 

from one of my earlier comments that just because the results aren't significant in every possible 

specification doesn't mean the relation doesn't exist. If a result isn't significant when a reviewer's 

proposed change is executed the authors, reviewers, and editor need to determine the basis for the 

change, and if the loss of significance is more likely to be real or spurious. 

272-Associate Professor-Archival 

To be consistent with main results.  

273-Associate Professor-Archival 

This happens because there are promotion deadlines.  The distribution of p-values in publish research 

has a kink at critical values just like reported earnings do around earnings targets. 

274-Full Professor-Archival 

It is possible to learn as you work on a study and refine measures as you learn.  However, more 

frequently measures are changed because they are more consistent with expected results, perhaps 

strongly overstating results 
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279-Full Professor-Archival 

One valid reason is space. But the results of the alternative specifications can be summarized without 

tabulation to save space.  

286-Full Professor-Archival 

a reviewer or editor should ask for these additional tests  

287-Full Professor-Archival 

The problem for me is that you ask about averages. So I think on average both effects are going on, but 

it will be much more binary per study. Some studies are way overstated and in other cases, it doesn't 

matter much.So the average is moderate and it is informative for some and overstated for others. 

289-Full Professor-Archival 

Again, my sense is that efficiency drives the ex post selection of variables and analyses and that readers 

are not mislead. They understand the process and revise their priors less than the alternative world 

where such deviations are not undertaken. 

291-Assistant Professor-Archival 

I believe this discretion is sometimes used to omit supplementary findings that might work against the 

primary thesis. 

293-Full Professor-Archival 

Researchers should always give full disclosure on what they did, and let the reader decide whether 

results are meaningful and significant (statistically and economically) enough. For example, we should 

stop reporting stars for significance and use one-sided p-values to change readers' perceptions of the 

significance; just report coefficients (and explain how to interpret these economically) and t-stats. 

294-Assistant Professor-Archival 

The reason is to create a set of consistent results derived by different methods, because the properties 

of different methods might be different.  I need to find out the economic reality of the event that is free 

from the effect of different methods. 

297-Full Professor-Surveys 

What do you think? Where did this naivety start? 

298-Other Rank-Surveys 

O 

300-Associate Professor-Surveys 

Since researchers are required to disclose the full experiment/survey materials, it's more difficult to only 

report/disclose results from some of the measures in the study. 
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For what other reasons do researchers [choose which observations to exclude from primary analyses], 

and what other effects does it have on published research using your primary method?   

3-Assistant Professor-Field Experiments 

As long as authors report the results if they keep the omitted observations, I don't think this is a big 

problem.   

6-Assistant Professor-Field Experiments 

Again, I don't know that "informative" is the word I'm looking for. Perhaps more relevant or 

representative is the wright word. Nevertheless, I agree this is an issue in experimental research. I think 

too often we look to remove a couple "pesky" participants who don't quite conform and weaken results. 

I think there are haphazard ways to do this but I also think there are more systematic ways to do this, 

and I am open to systematic ways. Again, I prefer to see any dropped participants discussed in a 

footnote (at minimum) so that I can evaluate as a reader whether the reasons for doing so appear to be 

haphazard or unduly advantageous to the authors. 

11-Full Professor-Field Experiments 

If there is a good reason that an observation is truly an outlier (i.e., its difference does not relate to 

anything informative), then I think it is best to exclude it; by not doing so, the results are biased in a 

nonsensical or random way. 

12-Assistant Professor-Field Experiments 

(Same answer as previous question) 

13-Full Professor-Field Experiments 

Removing observations with extreme responses (i.e., greater than 2 standard deviations from the mean) 

is a technique used to eliminate obvious outliers. I don't believe it is used frequently to influence results. 

17-Full Professor-Field Studies 

Richness is always found in outliers and should cause the researcher to only explore further and 

accumulate more data to make sense of the outliers. 

20-Assistant Professor-Field Studies 

more succinct/readable 

25-Associate Professor-Field Studies 

Again accuratly reporting differences is the key. My evaluations are therefore not directly based on the 

strategies used but on the way authors implementate them. 

simply excluding observations that do not meet the manipulation check is clearly wrong. On the 

otherhand including them were the subjects made no effort to understand the task is not very helpful 

either. Therefore, the strategy is not the problem but the execution.  

28-Full Professor-Field Studies 

again, not relevant to field studies 

30-Associate Professor-Field Studies 

these questions apply to positivist research, which is not what i do 
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36-Assistant Professor-Field Studies 

Many unforeseen problems can arise in a field experiment. It is hard to get the field site to agree to a 

completely randomized controlled trial with randomization at the individual level. As a result, it is 

common to leave out certain groups or individuals that cause covariate imbalance in treatment and 

control groups. However, since many other contemporaneous factors may apply differently among 

groups, these factors be the real drivers of perceived results.  

38-Assistant Professor-Field Studies 

Organisations are complex.   Once I did not use data gathered from a team as they were a 'legacy' team 

on different terms and conditions than other employees.  Again published papers are too short to 

explain these outliers and I must add that outliers are often easy to explain however such a commentary 

would distract from a focused journal article.   

41-Emeritus Professor-Laboratory Experiments 

Manipulation checks can be a horrible morass, and I think that sometimes too much emphasis is placed 

on them in the editorial process. There are certain kinds of experiments for which they make sense. But 

there are also experiments in which the manipulation is so obvious that asking about it doesn't follow 

conversational norms: it looks like a trick question, and so people answer strangely. There are 

experiments in which people can be affected by the manipulation without keeping it explicitly in mind 

through the entire experiment. Thus, especially if the task is long, they may have forgotten specifics of 

the manipulation by the time that it's legitimate to ask them about it--but this doesn't mean that the 

manipulation "failed." On the other hand, participants can answer a m.c. question correctly because, in 

context, it's somewhat obvious what answer is expected; but this doesn't exactly mean that the 

manipulation "worked." Manipulation checks are not always so brilliantly designed by authors. 

Editor/reviewer expectations that these checks should provide a kind of mechanical clarity in separating 

usable from unusable participants is unfortunate: it invites authors to fudge, in an attempt to meet 

these expectations. 

43-Assistant Professor-Laboratory Experiments 

I look for outliers - primarily participants that "failed" manipulation check questions or provided answers 

that grossly inconsistent with the context of the experimental setting. 

44-Assistant Professor-Laboratory Experiments 

It is concerning, particularly in my field, when participant sets are used that require a mass purge before 

the dataset can be examined (e.g., M-Turk). That said, I think that overall the use of removing those who 

failed manipulation checks or attention checks is widely used and generally justified. 

49-Full Professor-Laboratory Experiments 

Related to manip checks - these are probably participants for which your IVs simply don't matter (while 

some could be just going thru the motions) - but by throwing them out you are taking out the subset of 

the population that does not care about your IVs - so failed manip checks for some participants should 

be expected and included in the study. 

51-Assistant Professor-Laboratory Experiments 

Kind of a loaded question.  People can exclude observations but transparently (say in a FN) indicate that 

observations were excluded.  That is why I say occasionally.  I would hope it never happens that subjects 

are excluded and it is not reported.   
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58-Full Professor-Laboratory Experiments 

The results are "cleaner" but have limited generalizability. 

61-Full Professor-Laboratory Experiments 

I do not use this much in this area of my research.  My experiment research does not lend itself to 

throwing away observations, and I generally hate throwing out data.  I have noticed more of a trend in 

behavioral research to throw out observations, and some of it makes sense.  We see a lot of these 

professional subjects based studies, where the subjects are not attending well to the instrument.  So it 

makes some sense to throw out incomplete packets.  But, even in that case it makes me a bit nervous 

tossing out the data.  

64-Assistant Professor-Laboratory Experiments 

I haven't seen many experimental papers in top tier journals (none in fact that I can think of) that 

excluded some observations. Ideally you can say that the results improve when you exclude certain 

observations (e.g., for the participants who failed comprehension checks, etc.), but that the results still 

work even when all observations are included. 

66-Full Professor-Laboratory Experiments 

If the researcher presents results with and without the MC then I think we have full disclosure. 

71-Full Professor-Laboratory Experiments 

Researchers must be VERY careful in excluding data and be very transparent in reporting such activities. 

73-Full Professor-Laboratory Experiments 

I think experimental research would benefit from having a standard in this area: either all observations 

should be used or only those that passed manipulation check questions. With this decided up front, and 

clearly stated in the paper, I think the "managing" of which results to report goes away. I personally 

favor only including participants who passed all manipulation check questions. 

75-Associate Professor-Laboratory Experiments 

ignorance, following convention of past research. It probably doesn't do much harm for true outliers. I 

have no idea how much it could affect things, though...sort of by definition... 

76-Assistant Professor-Laboratory Experiments 

I am sorry, but in answering this I am assuming that the researchers publishing in these journals are 

maintaining a high level of experimental ethics. Observations are only thrown out if there is a valid 

reason and all of this is reported with transparency to the reviewers and within the paper. For that 

reason, there would be no overstating. If however, the researcher breaches ethical practice then 

overstatement would be likely. 

78-Associate Professor-Laboratory Experiments 

Same as previously stated. 

79-Full Professor-Laboratory Experiments 

In my experience it is common for researchers to report both samples (both before and after excluding 

manipulation check failures, or outliers etc) so I don't think the issue is that big in experiments. The 

reason for this discretion is that there may be some obvious reasons why a manipulation check failure 

can be explained (in which they should be included).  
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88-Assistant Professor-Laboratory Experiments 

Quite frankly, I wish there was more of a standard operating procedure when it comes to 

excluding/including observations. I see the results of some experiments excluding manipulation checks, 

while some include. In my mind, we should exclude manipulation check failures across the board 

because if someone didn't attend to a manipulation, then the underlying theory likely does not apply. 

One caveat - a large percentage of failures would be troubling. 

90-Full Professor-Laboratory Experiments 

Authors do so because they believe stronger, 'cleaner' results are more likely to get published.  

92-Assistant Professor-Laboratory Experiments 

In my view, I think it is pretty clear that if you exclude participants in this fashion, for any reason, it must 

be reported in the paper.  

95-Full Professor-Laboratory Experiments 

I think it is more rare in experimental work to cherry pick observations than it is to drop or add samples, 

but it does happen (e.g., dropping participants whose answers indicate inattention or lack of care).  

Often what is done is reporting it one way in the paper and the full sample in a footnote.  I agree that 

"recognition v. disclosure" matters (i.e., that what is represented as the primary result v. stuck in a 

footnote) matters, but at least there typically is disclosure in these circumstances. 

96-Full Professor-Laboratory Experiments 

I have not seen a lot of throwing out of outliers as an acceptable practice. it is always concerning how to 

treat people who fail a manipulation check and most papers I read say they get the same answers with 

the failed manipulation check included and excluded, which I find odd (I would think it would matter 

more).  

98-Assistant Professor-Laboratory Experiments 

I suspect observation inclusion and exclusion is the single biggest "results management" threat to 

research validity. If you exclude on manipulation checks, for example, then you necessarily bias in favor 

of an effect because you are only testing those participants most susceptible to influence by your 

manipulation. There is also a presumption that measures aren't noisy. There's too much picking and 

choosing of which observations to include, and vague footnotes with statements like "the results are 

inferentially similar" offer little incremental comfort. I'd rather see no exclusions--except for extreme 

inattentiveness or demonstrable lack of qualification--than the picking and choosing that often occurs. 

99-Full Professor-Laboratory Experiments 

This strikes me as cherry picking, pure and simple. I'm fine with reporting that the direction and 

inferential impact of results is not meaningfully changed when data are excluded, but want to know 

results primarily from the full data set. 

100-Assistant Professor-Laboratory Experiments 

Participants are not always attentive and thoughtful, but will often complete the instrument/task.  What 

then is to be learned from their actions about the question at hand? 

102-Associate Professor-Laboratory Experiments 

Deleting based on manipulation checks can sometimes be tricky especially if the manipulation checks 

deal with the expected cognitive process and/or try to measure unconscious effects. We know that 
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people are quite bad in understanding their own behavior, implying that manipulation checks are not 

always that informative in some cases. 

103-Associate Professor-Laboratory Experiments 

A number of experimental participants do not pay attention to the manipulation. It often makes sense 

to report results for participants who pass manipulation checks. But, I would report both the results of 

the full sample and the results of the smaller sample. 

107-Full Professor-Other Methodology 

Papers using simulation methods don't do things like winsorizing and logging variables. In my mind, the 

equivalent of outliers in a simulation study, are the lower and upper bounds used on the distributions 

from which parameter values are sampled. The earlier literature often used very high and very low 

bounds, basically simulating over the entire theoretical range of the distribution. The reasoning was that 

we didn't have sufficient empirical evidence to calibrate those distributional bounds choices to be in line 

with observed practices. However, for such extreme levels of parameter values, very weird things can 

happen in the tails of the distribution that are likely not that relevant to the real world, since few firms 

will find themselves in such extreme situations. Subsequent literature tried to calibrate the distributions 

over more practically relevant ranges (and in that sense ignored extreme outliers). I would argue that 

this increased the informativeness of the studies somewhat, as the connection with what likely is being 

observed in practice was enhanced. Hence, more relevance is achieved, without overstating results. 

108-Full Professor-Other Methodology 

My personal belief is that most of the findings are driven by outliers. [AUTHOR] has a nice graph that 

shows this.  Judicious trimming of even a few outliers can increase the t-stat quite nicely! 

109-Full Professor-Other Methodology 

See previous answers.  Accountants believe in incentives; the incentives are clear. Publish more! 

111-Full Professor-Other Methodology 

again very difficult. I think we want full disclosure about the data.   

116-Full Professor-Archival 

There are other mechanisms available to control for outliers (e.g., rank regression), so I prefer to see 

triangulation and consistency across methods. However, I don't tend to be concerned about popular 

truncation/trimming/outlier adjustment techniques within large data samples. 

118-Assistant Professor-Archival 

Usually, observations are excluded for valid reasons following prior research (e.g., firms in regulated 

industries). Anything unusual is typically brought up in the  

120-Full Professor-Archival 

Winsorizing is the accepted norm, and thought is rarely given to whether it is appropriate. 

123-Doctoral Student-Archival 

Omitting observations that fail manipulation checks or winsorizing outliers is likely informative most of 

the time. Also, this is an easier issue to address in the review process because the authors can run the 

tests with excluded observations and (foot)note whether results are consistent and if not suggest why. 
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127-Full Professor-Archival 

It sounds as though you are assuming the researcher excludes observations after collecting them.  

People also exclude observations by failing to sample in certain domains.  Often this is driven by cost 

considerations, sometimes laziness.  It could be driven by power considerations:  selecting the 

cases/contexts where the effect should be largest.  Depending on whether and how such selection is 

discussed, that could be informative or could facilitate overstatement.   

131-Full Professor-Archival 

I answered somewhat to both parts of the second question.  The bigger problem is that I dont see much 

explanation for WHY things were done so I dont know.  If you read old literature, papers would talk 

about which ex post diagnostics they ran and how many observations were above or below some 

statistical criterion and what they did with those observations.  Now technology makes it easy to run the 

analysis every possible way and report the "best" (either in an informative sense or a nefarious sense) 

without THINKING about or documenting the reasoning.   

135-Associate Professor-Archival 

the choice to truncate, winsorize, or neither can dramatically affect results 

138-Archival 

No evidence one way or another 

145-Full Professor-Archival 

This use of discretion is common. The key is disclosing it so that I referee can render an opinion about 

whether it is a reasonable approach. 

146-Associate Professor-Archival 

again, in my experience it is about conforming to 'best' past practices (which may not be 'bets', but are 

more easily accepted by journal/editor/reviewer). Unfortunately, when it comes to outliers, it seems 

easier to follow other studies (and avoid any suspicion of using discretion to overstate results) than 

really do what makes the most sense (you have to win that battle)  

150-Full Professor-Archival 

Another p-hacking method 

155-Assistant Professor-Archival 

Comparability to prior research. 

156-Associate Professor-Archival 

If plans for exclusion of observations are determined before analysis, it is possible that results are more 

informative (especially if the decisions are explained clearly in the paper, and limitations on 

generalizability are recognized. However, if exclusions are driven by the impact on results, 

informativeness is compromised. 

157-Assistant Professor-Archival 

Oftentimes, including influential observations in archival work is problematic [PAPER]. Many archival 

researchers follow "rule of thumb" guidelines for accounting for outliers. Unless done to intentionally 

manipulate results, I don't view this as a concerning use of discretion.  
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173-Full Professor-Archival 

Except for the standard 1-99% winserization, all other ways of dropping observations are suspecious 

175-Full Professor-Archival 

Its main effect is to reduce the domain of application. Outliers tend to be deleted partly as a rough-and-

ready way of reducing measurement errors and partly as a crude statistical adjustment procedure for 

filling and making probabilistic statements. 

183-Full Professor-Archival 

to flush out the results and to delete extreme observations.  

196-Full Professor-Archival 

It can be valid to exclude "rogue" observations in certain situations as being overly influential on the 

reported results. 

209-Full Professor-Archival 

Sometimes following prior research, which may or may not be appropriate. 

214-Emeritus Professor-Archival 

well judged and transparent exclusions are good, opportunistic opaque exclusions are bad 

215-Full Professor-Archival 

Winsoring rather than observation removal is the chief culprit here. Too many studies winsorise without 

looking into the "why" of extreme observations. 

216-Full Professor-Archival 

Of course, there is danger of overstatement from selective deletion, but as long as the researcher's 

deletion rule is disclosed, readers can replicate and challenge the results, and there should not be a 

problem. 

223-Full Professor-Archival 

None that I can think of. 

227-Associate Professor-Archival 

Removing outliers can be more honest as results driven solely by outliers are misleading. Removing 

observations that the researcher just cannot explain, however, overstates the applicability of the theory 

being tested. 

233-Full Professor-Archival 

It is a common practice to winsorize large datasets in my area of work.  Eliminating outliers is necessary 

to avoid highly skewed distribution which bias the results. 

236-Assistant Professor-Archival 

I believe archival data researchers should rigorously examine why "outlier" observations exist, and how 

those observations influence statistical results any time researchers choose to exclude particular 

observations. Often, there is insightful information embedded in observations with unexpected values. 

241-Assistant Professor-Archival 

Challenges in determining the values of missing variables. In other words, are missing values zeros or 

excluded from the sample.  
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251-Full Professor-Archival 

There are errors in databases. Features of some variables can lead to extreme values (e.g., 

denominators approaching zero).  I don't think these errors or strange values are representative or 

typical of the bulk of the observations.  If people would just primarily use nonparametric statistical 

procedures, then the inclusion or exclusion of outliers would have a much more limited effect.   

255-Full Professor-Archival 

I may be naÃ¯ve, but I do not think accounting researchers commonly abuse their research related 

discretion. 

256-Full Professor-Archival 

A good practice is to decide what to exclude and why, in the design phase.  If you are focused on 

selective exclusion to manage significance then my answers change to rarely enhancing information 

content and tending to overstate. 

260-Associate Professor-Archival 

Winsorization cutoffs and other arbitrary choices should be examined in robustness tests with the 

exceptions noted in the footnotes. 

262-Full Professor-Archival 

Editors are loathe to publish results unless they attain statistical significance. No value or credence is 

afforded work that does not confirm the focal hypotheses. Thus, incentives for bias are built into the 

entire system. 

264-Assistant Professor-Archival 

The methods for adjusting for influential observations are relatively standard. Non standard techniques, 

unless properly justified, are pretty rare in what I've seen. 

270-Assistant Professor-Archival 

In my opinion, the biggest challenge in archival research is that there is no commonly accepted "right" 

way to deal with outliers. I think the best researchers/papers perform tests using multiple alternative 

methods, report one set in the paper, and then discuss in a footnote or in the robustness section the 

effect on the results of using an alternative research design choice. 

273-Associate Professor-Archival 

Authors could do this to get a p-value of a certain threshold, but the choice is obvious and with machine 

readable databases, such sensitivity is typically checked in the review process. 

279-Full Professor-Archival 

This is a difficult issue. We want the results to be generalizable. If a small % of observations are 

affecting/driving the results, it can be much more informative to exclude them.  

286-Full Professor-Archival 

it depends if the authors report the findings before and after the additional observations 

287-Full Professor-Archival 

The problem for me is that you ask about averages. So I think on average both effects are going on, but 

it will be much more binary per study. Some studies are way overstated and in other cases, it doesn't 

matter much.So the average is moderate and it is informative for some and overstated for others. 

17



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

289-Full Professor-Archival 

Winsorization of variables other than stock returns/prices (which are viewed as likely to be associated 

with measurement error) is accepted as  normal. I view this as a response to the common use of OLS, 

which emphasizes squared errors. I believe non-OLS parametric techiniques and non-parametric 

estimation is likely to become more common, which will reduce the discretion associated with the 

treatment of outliers. 

294-Assistant Professor-Archival 

The reason is the outlier effect only.  After excluding outliers, hopefully, the dataset and results reflect 

the economic reality of most samples.   

297-Full Professor-Surveys 

What do you think? What questions to ask for a field whose main research question is about 

'incentives'? 

300-Associate Professor-Surveys 

Most often, results in experiments/surveys disclose/footnote results with and without those who fail 

manipulation checks - and typically the stronger results are reported in the body of the text. 
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For what other reasons do researchers [choose to gather additional observations after observing 

results], and what other effects does it have on published research using your primary method?   

3-Assistant Professor-Field Experiments 

I think the bigger risk in experiments is that researchers get lucky and find a significant result with a 

small sample and don't consider that it could be a fluke. A larger sample in these cases would help 

reduce the possibility of overstating the strength of results. 

5-Assistant Professor-Field Experiments 

If there's a problem with the instrument/theory, more results are probably not going to help.  

6-Assistant Professor-Field Experiments 

I don't see informativeness as the issue here, but I also don't worry about overstating results. If 

researchers want to increase their sample size then either 1) results will improve, 2) results will weaken, 

or 3) results will be unchanged. And as long as researchers don't "fudge" that result, I don't see an issue. 

When researchers collect more data and find weaker (or insignificant) results, they usually throw that 

paper away. It's unfortunate but it's an honest conclusion that what they found with a small sample was 

chance, and that with a greater sample (more close to true representation of reality) earlier results are 

not robust. I'm also fine if a researcher finds marginal results with a sample of 50 participants and 

doubles it to find similar results but with much more power - that meant their early results were not 

chance, and more data gives me more comfort of that. 

10-Assistant Professor-Field Experiments 

Again, I think this is more a quality of other type of studies. With field experiments, if your results are 

not strong enough, you are done. 

I miss here a "does not apply" option in the answer. 

11-Full Professor-Field Experiments 

I find that collecting additional data occurs because of editor and or reviewer demands for it. I recently 

had to "throw away" MBA students as proxies for nonprofessional investors (even though that group is a 

very common proxy), and recollect nearly 500 observations from my alumni database contacts...the 

results were pretty much the same, but I ended up blowing through a lot of subjects without much to 

show for it in the end (other than satisfying the curiosity of the editor/reviewers). 

12-Assistant Professor-Field Experiments 

In my experience, running additional experiments tends to happen when either the initial experiment(s) 

did not support the data or a reviewer requests additional data. 

13-Full Professor-Field Experiments 

CPA firm research protocols often require researchers to obtain data from other firms; gathering 

additional data is mandatory in such cases. Elimination of observations due to manipulation check 

failures, incomplete responses, etc. may also require a researcher to gather more data. Given the 

difficulty of securing additional respondents in today's research environment, I don't believe gathering 

more data is used that frequently solely to boost the strength of findings.  

15-Assistant Professor-Field Studies 

Gathering additional data in this way biases the results. It should be avoided. 
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17-Full Professor-Field Studies 

Our goal is saturation, so ideally you don't stop collecting data until you have a consistency in the data 

that provides comfort that their won't be other exception cases. 

20-Assistant Professor-Field Studies 

reviewer/editor comments 

25-Associate Professor-Field Studies 

mmm, evaluating the impact of the cases you provide becomes more and more difficult during this 

survey. 

 

Again, if accurately reported, analyzing potential differences (for example in sample descriptives of both 

subsamples) I do not think this is a major problem.   

28-Full Professor-Field Studies 

it is intrinsic to field research to continually gather data and reflect on its implications for theory as the 

research progresses. the whole idea of 'additional observations' does not make sense in field research as 

there is no clear pre and post data collection.  

36-Assistant Professor-Field Studies 

If researchers increase their number of observations, they are likely to do it because they are near a 

statistically significant result for a certain test. If they only increase their number of observations for that 

test, then they are giving an unfair advantage to that test to yield a result based on what might have 

been chance to that point. I don't think this occurs very frequently in field experiments since it is costly 

to increase the sample size of a field experiment.  

38-Assistant Professor-Field Studies 

I will offer one example of returning to the field. After reading interview transcripts I realised that 

interviewees referred to a work process I did not fully understand, I therefore conducted additional 

interviews to better understand the process as well as participant views.    

39-Emeritus Professor-Field Studies 

Becasue reviewers are being pernickerty 

41-Emeritus Professor-Laboratory Experiments 

This seems like a slightly gray area to me. it isn't always possible to have a good estimate of the variation 

in sample, so you can say in advance, Well, if the sample standard deviation is such-and-such, we'll have 

adequate power with 80 participants; but if the variation turns out to be larger, we won't have adequate 

power and will have to have a larger sample. This seems to me unavoidable--but it can sort of shade into 

the unacceptable practice of collecting data until the results look good and then stopping because they 

might look worse if you collected more data.  

44-Assistant Professor-Laboratory Experiments 

Maybe not another reason to do it, but the most common way I see this in my field is when people 

throw out prior results as a "pilot" and then keep trying until results are found. It is becoming much 

more common with M-Turk, and it is the quasi-equivalent of data dredging in archival work. 
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48-Associate Professor-Laboratory Experiments 

This is tough because the question doesn't deal with the asymmetric (file drawer) side of this behavior. 

51-Assistant Professor-Laboratory Experiments 

I think the opposite would be more of a risk.  Researchers getting results and stopping -I.e., p-hacking.  

57-Associate Professor-Laboratory Experiments 

This one is often easier for a reader to spot (high sample sizes for experiments). The effect of this is that, 

as a reviewer, I question WHY the authors have such a large sample and it makes me more skeptical 

58-Full Professor-Laboratory Experiments 

Increasing the sample size increases power. Journals rarely if ever publish non-significant results.  

61-Full Professor-Laboratory Experiments 

For me it is often a case of power.  We will run more subjects when it looks like the effect is smaller than 

we expected, and it will take more power to evaluate.  Typically, this is bad planning, but sometimes it is 

just that we expected it to be stronger than it was. I would estimate this happen 20% of the time.   

64-Assistant Professor-Laboratory Experiments 

I suppose if the initial sample caused to update theory, you would consider gathering more data to see if 

the updated theory holds with the expanded sample. Ideally you'd do a whole new experiment, but 

when you're using auditors or professional analysts in an experiment that is a big ask. 

71-Full Professor-Laboratory Experiments 

The only time I have collected additional data is at the request of an editor or reviewer. If you are 

sampling from the same or very similar population, a larger n should not 'overstate' the effect of your 

manipulation, although it may allow it to be observable. 

73-Full Professor-Laboratory Experiments 

It is becoming quite common to collect additional data after running the primary experiment to address 

reviewer concerns. This has become a "common" method of addressing concerns given Mturks. 

75-Associate Professor-Laboratory Experiments 

to appease arbitrary reviewers or editors. I don't think additional observations are generally harmful, 

unless other forms of discretion creep in. 

78-Associate Professor-Laboratory Experiments 

It would be "scientific" if the whole decision process and all related facts are honestly and accurately 

disclosed. Unfortunately, such a "full disclosure" is against the researcher's personal "unscientific" 

interest.     

79-Full Professor-Laboratory Experiments 

My gut feel is that in experiments you are more likely to 'stop' to early because you already get results, 

then to gather more data leading to stronger results. 

80-Full Professor-Laboratory Experiments 

Reviewers request it. Frankly, I'm getting a little concerned about the "Study 1, Study 2, Study 3" trend 

in experimental research. What's so bad about one well-designed study? 
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92-Assistant Professor-Laboratory Experiments 

It seems this generally occurs if there's a power issue, and the researcher realizes he or she didn't obtain 

enough participants to test their theory.  

94-Full Professor-Laboratory Experiments 

They may be forced in the review process. 

95-Full Professor-Laboratory Experiments 

I think a common practice is "increasing power by increasing N" (to decrease reported p-value).  The 

additional data is only collected conditional on the initial result not being significant, so distorts reported 

p values.  This can be done with whole new samples or with additions to existing samples.   

96-Full Professor-Laboratory Experiments 

It is often used to ask questions one now has after seeing the data. I think it is a good way to get more 

insights after the original exapriment is conducted. 

 

By the way, I am having trouble seeing the difference between your first and second phrasing of these 

questions -- it is not clear to me what you are trying to get at and why you are asking what seems like 

the same question two different ways. 

99-Full Professor-Laboratory Experiments 

If the issue is power, then gathering more data--under the same protocol and assuming no other 

changes in the environment--does not trouble me. After all, sample sizes in experimental research can 

be rather small. That means that there is reason to believe the additional data will be counter to the 

researcher's hypotheses, too. That said, given the low probability of publishing non-significant results, 

the additional data could surely bias the overall literature. 

100-Assistant Professor-Laboratory Experiments 

The primary tension I see is trading off economic significance with statistical significance - if the effect is 

too small to be detected with a reasonable sample then we must ask ourselves if the design was well-

conceived or if effects are meaningful, even if (statistically) significant. 

102-Associate Professor-Laboratory Experiments 

This type of discretion often 'manipulates' about effect sizes but if the statistics are presented properly 

you can still detect the weak effect size (after also considering the number of participants in the 

different cells).  

103-Associate Professor-Laboratory Experiments 

If the researchers are doing this to increase the power of their statistical tests, it helps to improve the 

reliability of the results. Also, if the results in the smaller sample are spurious, the increased sample size 

would help to increase the reliability of the results.    

107-Full Professor-Other Methodology 

This doesn't happen in simulation based research, as far as I know. If anything, in my own work, I have 

sometimes deliberately used lower sample sizes than what the computer algorithm could easily spit out, 

so that not all effects (including 3 and 4 way interactions that are hard to interpret) would show as 

statistically significant, and I would have an easier time seeing the woods for the trees. 
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108-Full Professor-Other Methodology 

No one collects more data unless forced to do or they believe that a larger sample will yield "results." 

This is rarely a power issue -- I don't know of a single case where a researcher with results would argue 

that perhaps more data needed to be collected to strengthen the findings 

109-Full Professor-Other Methodology 

The main driver is to be published.  We reward publication of significant results...nonsignificant results 

(which can be informative in a well-designed study) are not usually published. 

116-Full Professor-Archival 

I haven't observed this pattern of behavior, so it's difficult to assess the implications.  Plus, it's not clear 

how adding data affects results if it is not a cherry-picked addition process. 

118-Assistant Professor-Archival 

usually if additional observations are included or sample size is increased, it is because a referee or 

editor has requested it. 

120-Full Professor-Archival 

At the request of a reviewer. 

123-Doctoral Student-Archival 

As long as researchers use exactly the same protocol to expand the sample then precision should 

increase without bias increasing. But if the authors let results of initial tests guide/change sample 

selection criteria then spurious results become much more likely. 

127-Full Professor-Archival 

Not sure. 

131-Full Professor-Archival 

This question is difficult to answer for an empirical archival researcher.  We often start with a small 

sample, especially if hand data-collection is necessary, to get a feel for the cost/benefit of gathering 

additional data.  I would rather not see researchers report all the things they chose NOT TO DO after 

preliminary analysis.    

132-Assistant Professor-Archival 

People use it to avoid over investing. One downside is researchers might stop collecting data that lead to 

results because they failed to find anything in their first effort. 

135-Associate Professor-Archival 

Usually occurs because dataset is "old" and reviewer requests more or more recent data 

138-Archival 

No evidence one way or another 

141-Full Professor-Archival 

Sometimes researchers expand the original sample because the publication process has taken so long 

that the referees or Editor have requested the authors to expand the sample to the most recent year 

available. 
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144-Full Professor-Archival 

To increase power.By doing so, they are more likely to get their papers published. 

148-Full Professor-Archival 

Referees and editors may propose expanded samples or additional sources of data or reveal a 

preference for different matching procedures, both could result in the authors collecting more data 

without bias induced by authors. 

150-Full Professor-Archival 

The original p-hacking was where you stopped collecting data after you obtained a significant result. This 

is related to the above. 

152-Associate Professor-Archival 

typically such data extensions occur due to the passage of time, and thus the increased availability of 

more, and more current data.  as long as the authors report that the results hold for the more restricted 

period (even if more weakly due to the lower power of a smaller dataset), I see nothing wrong with this.  

quite the opposite, I prefer the sample to be more recent and to see that results hold over longer 

periods, not just in a particular (and shorter) time period.  if the results were not there in the earlier 

time period, the study would probably have been abandoned, so I don't think this kind of data update is 

as significant a problem in archival work.  but maybe I'm naive... 

155-Assistant Professor-Archival 

To update results to current time periods. 

156-Associate Professor-Archival 

If sample sizes are too small, gathering more data makes sense (especially if the data is gathered from 

the same source as the first observations). I use hand-collected data, which may discourage researchers 

from compiling large enough samples. If the trends in their data appear to support the hypotheses, but 

the sample is too small to produce significance, gathering additional observations is a reasonable next 

step (only if additional organizations are randomly chosen rather than selected). 

157-Assistant Professor-Archival 

In archival research, failing to extend a sample to more recent years could be equally (or more) 

problematic. In general, I view extending a sample (using the original methodology) if it has become 

outdated as a good practice in archival research. 

171-Full Professor-Archival 

I have found that empirical results are often quite fragile across different time periods. I know of many 

published results that only hold in the time period selected by the authors. The results may differ greatly 

in a different economic period. I think this type of discretion is often influenced by (1) what the authors 

expect to be the case in their current economic conditions or (2) what reviewers might find appealing. 

173-Full Professor-Archival 

To make the results more significant so as to be more publishable 

183-Full Professor-Archival 

I do not see that as a negative aspect - increasing the sample size increases the quality of the research. 
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188-Full Professor-Archival 

I think collecting additional observations isn't very common. I hypothesize that many results are very 

finely calibrated to a particular data set and collecting additional data is likely to see the results 

weakened. For this reason, most researchers do not do this. 

191-Assistant Professor-Archival 

More data can be helpful when there are systematic, macroeconomic events during the sample window 

(e.g., financial crisis of 2008-2009). 

196-Full Professor-Archival 

There may be valid concerns about sample size but if results are "there" then they should come through 

in smaller data sets as well as larger ones. Weak statistical significance (at low t-levels) is not the same 

as economic relevance. 

202-Associate Professor-Archival 

This is not as much of a problem with archival studies - you start off with 100,000 observations and your 

results are your results. 

209-Full Professor-Archival 

Sometimes reviewers and editors explicitly urge authors to do so. 

215-Full Professor-Archival 

Often this is done on the advice of the editor or reviewer to increase the power of the test or to add a 

hold-out or placebo sample. 

216-Full Professor-Archival 

My experience is that researchers start with as much data as they can, and the primary reason for 

changing the sample is the demands of editors and reviewers. 

220-Associate Professor-Archival 

I don't think this kind of discretion would be honest. 

223-Full Professor-Archival 

None that I can think of. 

229-Associate Professor-Archival 

I think it is the big sample mentality. Larger sample can provide statistical significance but may not be 

economically significant given the size of the sample. For example, a sample with 100,000 firm-year 

observations and t-stat of 1.96 does not really impress me, even though it is "technically" statistically 

significant. 

233-Full Professor-Archival 

People rarely obtain additional observations in my area of work.  However, it would be appropriate to 

expand the sample if new events or regulations have occurred recently. 

236-Assistant Professor-Archival 

As mentioned in the comment to the previous question, I believe that the sample selection criteria 

should be pre-defined based on relevant range. Thus, any expansion (use of additional archival data 

drawn from outside the relevant range) of the data sample is likely to introduce confounding constructs. 
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In the best case, the expansion would add white noise. In the worst case, it would add an unobserved 

confounding construct. 

239-Assistant Professor-Archival 

Generally in archival research you use as much data as you have, and, there is little chance to gather 

more, unless you are willing to wait a year or two for time to pass. 

241-Assistant Professor-Archival 

Referees often want samples extended to include more recent years.  

247-Full Professor-Archival 

It depends on the area. In archival research, one is often asked to get additional data -- additional 

control variables (internal validity), more years (external validity), etc. That is very different from an 

experiment where one gets more subjects to do the same experiment, after the analysis.  

251-Full Professor-Archival 

On the one hand, if Beaver (1968) had not limited his sample to firms with very few WSJ articles (I.e., 

small firms), I think that the literature would be in a very different place today.  Whether this was the 

original research design plan, or an intentional use of discretion to get the magic p value, I cannot say. 

 

On the other hand, if a study's original initial sample was too small to detect an effect that is small in 

magnitude, then a larger sample (more years, etc.) may be necessary to have enough power to detect 

effects that are small in magnitude.  readers of all types are unlikely to be persuaded by null results of 

small sample tests, when predicted effects are not large in magnitude. 

256-Full Professor-Archival 

You have outlined a benign process of gathering incremental information but reporting it appropriately.  

In the best of circumstances the second round would be reported as such.  If the original sample size 

was set in a cost effective tradeoff manner, but additional evidence of the same sort would enhance the 

reliability, this is not bad.  Note in collecting the additional data, it is equally likely that a non-event 

outcome would become weaker as stronger. 

258-Assistant Professor-Archival 

Might be done because with the low acceptance rates in top journals, it takes some years to be 

published, and in those cases, the authoor will increase the sample to include more recent data. 

260-Associate Professor-Archival 

This is valid if power is an issue and larger samples should reduce any bias in the measurements. 

273-Associate Professor-Archival 

We have very little idea in archival research about effect sizes and power curves to know what samples 

should be. The default is typically "get the most data possible subject to budget constraints".  Observing 

no results could mean there is no effect or the test is too low powered.  Getting more data could luckily 

make a p-value significant but on balance I think going after more data doesn't result in overstatement 

moreso than better understanding. 

279-Full Professor-Archival 

This form of discretion is costly for hand-collected archival data, so it is not used as often. I don't think it 
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has that much of an effect because the sample sizes and descriptive statistics allow readers to interpret 

the data.  

289-Full Professor-Archival 

I'm less familiar with this issue. That's why I didn't respond. 

294-Assistant Professor-Archival 

I think it is essential to specify the sampling criteria clearly, with referring to the research questions and 

thesis.  If this task is undertaken properly, the target sample will be well defined and it will be not 

necessary to collect more observations. 

297-Full Professor-Surveys 

I find these questions very simple. What world have you been working in? 
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For what other reasons do researchers [choose not to report a sample or subsamples], and what other 

effects does it have on published research using your primary method?   

3-Assistant Professor-Field Experiments 

It deprives readers of understanding possible boundary conditions on experimental results because the 

authors wanted to present a "cleaner story." 

5-Assistant Professor-Field Experiments 

Collecting data outside of a student lab is messy. People forward links, or emails in one list may contain 

someone who better fits into another. If the question relates to how staff perceive something, managers 

and partners shouldn't be included in the tabulation of the results. That decisions should be reported in 

the methodology section.  

6-Assistant Professor-Field Experiments 

It's a fine line I agree. But in experiments, for example, using inexperienced participants will likely mean 

a bunch of noise in the results. And if some participants are not sufficiently experienced for the task, 

then their responses are not very relevant. What do we learn if a sample of participants who don't know 

how to paint do no better or worse from an intervention meant to help painters paint a certain way? For 

sure, we need to be careful because if the researchers are looking at variables not meant for 

experienced people (but anyone) then how those variables affect inexperienced people is important 

too. My preference is to see at least a footnote disclosure about the "irrelevant" sample with a short 

summary of what results were and why that is expected for the sample (and why the sample is not 

relevant). 

10-Assistant Professor-Field Experiments 

I think in field experiments the problem of not reporting a sample or subsample is less prevalent. You 

design the experiment with treatment and control samples and that is where you observe the effects of 

the intervention. The problem may be on the heterogeneous effects within the sample and whether the 

authors analyzed and reported those heterogeneous effects. 

11-Full Professor-Field Experiments 

I think that there are times when a sub-sample of a population might be more interesting to study than 

originally predicted; if there is a theoretical reason to focus on a sub-sample (e.g., greater task 

knowledge) and then compare that sub-sample to another theoretically different group, then I view that 

as progress. 

13-Full Professor-Field Experiments 

Used primarily to avoid disclosing the identity or characteristics of an accounting firm or university 

providing study participants. While it can also be used to "sweeten" results, I have not done this. 

17-Full Professor-Field Studies 

Normally only used if the boundaries chosen for the given manuscript discussion dictate such a 

narrowing. 

20-Assistant Professor-Field Studies 

more succinct, focused writing; clearer storyline 
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22-Full Professor-Field Studies 

ok, so is 'overstate' a quality?  and how would you know if your results were overstated? 

25-Associate Professor-Field Studies 

Again, the impact of this type of behavior on results completely depends on the trustworthiness of the 

author that is using this type of discretion. If a reason is provided for why a particular subsample is used, 

and maybe a sensitivity test that show that results are different in other industries, I see no harm. Some 

issues are just less relevant in particular industries.  

28-Full Professor-Field Studies 

again, not relevant to field research.  

30-Associate Professor-Field Studies 

your survey instrument is really only valid for a particular research paradigm. There are different forms 

of "discretion" in other paradigms 

36-Assistant Professor-Field Studies 

This is particularly feasible in field experiments and research because others will not be able to check a 

dataset to see what was left out. Leaving out observations can be helpful if there is a subsample in 

which the effect should not theoretically occur, but the authors should state that this is the case. Hiding 

subsamples in which results did not appear is an easy way to let omitted correlated variables take over a 

study.  

38-Assistant Professor-Field Studies 

I only omit data that does not relate to the focus of the paper at hand. My field studies tend to be 

broad, not all participants views relate to every paper I publish about the field. In other words, specific 

papers are more focused and specific than the data gathered.  

39-Emeritus Professor-Field Studies 

I fear it is used to slice research into more publishable pieces rathert than going for a big bang. In 

additon, the obsession with theory has tended to encourage us to avoid reporting more data which 

might help more inductive reasoning.  

41-Emeritus Professor-Laboratory Experiments 

Generalizability is always a question that arises with lab experiments, and seeing how results differ 

across subsamples can be an important clue to understanding limits to generalizability. Also, if you state 

the hypotheses in fairly broad general terms (as we often do: "accounting practice X is associated with 

outcome Y"), and suppress the evidence that doesn't support the hypothesis, this seems kind of like 

research misconduct. A time or two I've "hidden" in footnotes results from pilots that came out 

differently from the main experiment, and explained why I thought the results were different (change in 

experimental materials after talking with participants, e.g.). But this seems to me different than saying 

nothing at all about the discrepant results. 

49-Full Professor-Laboratory Experiments 

All the financial archival studies that throw our financial services firms - the US is DRIVEN by these firms 

and we toss the whole industry out because their balance sheet is different or DAC calcs can't be done  
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51-Assistant Professor-Laboratory Experiments 

I don't think this happens that often.  Most of what I read/review seems pretty forthcoming and usually 

you see all respondents included for final analyses.  That said, I am answering these questions as if it 

happened.    

55-Assistant Professor-Laboratory Experiments 

Pilot tests and/or failed samples that become pilot tests. Not all pilot test results are informative but 

some likely are. 

57-Associate Professor-Laboratory Experiments 

If there are no differences between two sub-groups you tests, it can be very distracting to keep 

discussing these groups that really weren't different 

58-Full Professor-Laboratory Experiments 

Most often, this starts with the availability of participants (for example, professionals versus students). 

Once the sample is selected, the pilot study data are kept separate from the main data set.   

61-Full Professor-Laboratory Experiments 

I seldom throw out samples, or subsamples.  The only recent case I can think of is a paper that when we 

include some of the original treatments, it becomes really hard to describe all the settings, and it 

seemed to confuse referees.  It made more sense to just drop a few of treatments that differed the most 

from our core setting.  I would say it made reading the paper easier more than anything.  

64-Assistant Professor-Laboratory Experiments 

Journals have space limits and readers have attention limits. That's why many people do it.  

68-Full Professor-Laboratory Experiments 

Convenience, i.e., subject pool availability. I don't see much of an issue as long as the subject pool 

characteristics are reported. 

69-Full Professor-Laboratory Experiments 

To avoid cluttering. To highlght key results 

71-Full Professor-Laboratory Experiments 

These exclusions must be reported or the researcher is behaving unethically. All data points must be 

included or their exclusion must be reported. 

73-Full Professor-Laboratory Experiments 

To shorten an otherwise long manuscript. 

75-Associate Professor-Laboratory Experiments 

to appease arbitrary reviewers, to follow conventions of prior research. Can't say what effect it has. 

76-Assistant Professor-Laboratory Experiments 

The assumption in the above assessments is that the researcher follows proper protocol and reports the 

null or removed results in the footnotes to the paper and possibly in the method section. 

79-Full Professor-Laboratory Experiments 

From the perspective of conducting experiments, it is likely that some will not report pilot results 

because the manipulations were not strong enough or the measurement not strong enough etc. But 
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knowing what did not work can help others to improve their approaches to designing their own 

experiments. Also, if pilot studies did not work, 'no results' may also be informative. 

90-Full Professor-Laboratory Experiments 

A valid reason may be that the subsample is inappropriate (e.g., not experienced enough) for the theory 

being tested. An invalid reason is again to increase the likelihood of getting the study published. 

92-Assistant Professor-Laboratory Experiments 

I don't think this happens frequently at all in my area of research, so wasn't sure how to respond.  

95-Full Professor-Laboratory Experiments 

Sometimes people don't report experiments because they aren't providing as clean of a result (reporting 

e2 not e1) and in fact often are told by editors to shorten papers and drop extraneous experiments.  

Personally I think such experiments should be reported, at least as footnotes, but believe authors are 

penalized for doing so.  And, of course, if the e1 produces a result with p&lt;0.05, there likely will not be 

an e2, so this inevitably distorts p-values. 

99-Full Professor-Laboratory Experiments 

Although it could lead to bias, the review process always has the potential to privately communicate 

findings. Thus, an important check and balance falls to the reviewers. Parsimony in the final write-up is 

valued. We want to understand the results not be dragged along on a long and tedious journey to get 

there. (The journey the authors might have had.) 

100-Assistant Professor-Laboratory Experiments 

We learn when we collect data.  When results beat out only under design X but not design Y, we must 

be vigilant in reporting and in generalizing.  When we learn that we implemented a flawed design with a 

confound, I see no great value in reporting the superseded, flawed test.   

101-Associate Professor-Laboratory Experiments 

Didn't respond above because I fee this should never happen in experimental work. Something like this 

should always be footnoted.  

102-Associate Professor-Laboratory Experiments 

Several pretests often precede the published experiment, implying that the published results are often a 

finetuned example of the experiment that maximize the probability on results in line with the theory. It 

would be very interesting to see why some experiments do not give results as this can increase our 

understanding on human behavior in particular settings. 

103-Associate Professor-Laboratory Experiments 

Sometimes, it makes sense if the theory indicates that the results would stronger or would only be 

present for a sample with a particular characteristic. But, the burden is on the authors to explain 

theoretically why they choose a sample with those characteristics.   

107-Full Professor-Other Methodology 

As far as I am aware, this does not happen in simulation based studies. 

108-Full Professor-Other Methodology 

Again the sub-samples suppressed are those that do not conform to the main findings. Distrust 

"qualitatively similar" results .... they are NOT in many cases. 
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109-Full Professor-Other Methodology 

Archival research ALWAYS eliminates any troublesome indivdiual data points, and they have myriad 

reasons for doing so, financial sector, size, missing data, etc. winsorizing.  They basically research 

narrowly defined populations rather than samples.   

110-Associate Professor-Other Methodology 

Manuscript length constraints. 

111-Full Professor-Other Methodology 

i said what i wanted to say. 

114-Associate Professor-Other Methodology 

There is a grey area between pilot studies and full, reported studies, and this I think is where some 

discretion is required.  at the worst this is data mining but often it is  an honest attempt to see if the 

topic is worth investing more time and resources. 

120-Full Professor-Archival 

Typically, these subs ample results are reported in footnotes. 

123-Doctoral Student-Archival 

Researchers should err on the side of reporting all subsamples, e.g., as cross-sectional tests, and trying 

to explain surprising unusual results. Again, if researchers report the most favorable subsamples then 

their results are more likely spurious. 

124-Full Professor-Archival 

Parsimony: impossible to report all features of a dataset. Researchers must make judgement calls on 

which characteristics are likely to matter and which ones are likely to be of second order importance  

 

Lack of clear theoretical basis for believing the characteristic will bias or confound the analysis. 

 

Effect: risks introducing a bias in published outputs and hiding interesting anomalies 

127-Full Professor-Archival 

This is not an answer to "other reasons." Sorry, I cannot answer the "how much" question in this 

instance, because the answer will be context-specific.  If an archival study of R&D omits banks because 

they don't do R&D, it probably matters little.  If an archival study of governance omits banks because 

their financial statements differ from those of industrial firms, then it may matter more.    

131-Full Professor-Archival 

When researchers choose not to report, I think it makes the research more "focused", which I interpret 

as A LOT more informative.  I also think researchers frequently leave out subsamples in first drafts to 

make the main results appear stronger.  I feel like these results are often added back in as robustness 

tests as time goes on because seminar participants/referees/discussants ask to see them. 

132-Assistant Professor-Archival 

It limits what we think we know because we don't get access to the information obtained by the 

researchers. 
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135-Associate Professor-Archival 

To mask very small sample size 

138-Archival 

No evidence one way or another 

141-Full Professor-Archival 

Researchers often remove financial institutions and utilities from the sample, typically claiming that 

these firms are subject to unique rules and regulations. 

145-Full Professor-Archival 

I interpret this question to be about "partitioning the sample". If the authors have a theoretical reason 

for certain observations to behave differently with respect to the hypotheses of interest, then the tests 

should be run and reported. Again, I believe that the key driver of this discretion is not theory but 

workshop and referee comments that lead to additional tests of dubious merit.  

147-Assistant Professor-Archival 

to reduce the amount of pages; the effect depends on the research question. If the research question is 

novel, the effect should be less.  

150-Full Professor-Archival 

p-hacking again 

152-Associate Professor-Archival 

as with the previous response - if the authors report what they're dropping and why they're doing it 

(and the referee/editor/reader buys in), then this is a good thing to do.  for example, financial 

institutions shouldn't be included in general earnings quality estimation samples as their production 

functions are totally different.  it is worse and less informative to try to force them into the sample.  but 

dropping a set of firms just because it increases significance, when there is no theoretical reason to do 

so (i.e., mining the data to get desired results) is clearly not right and is destructive to science.  so I think 

that *disclosure* is key here.  and if one, as a reader/researcher in the area, does not buy into the 

authors' reasoning for sample selection, then this person can argue against it and undertake the task of 

showing the biased inferences that result from the manipulated sample.  this is intellectual discourse 

and advancing science.  the journals need to provide outlets for it and legitimize this kind of follow-on 

enquiry. 

157-Assistant Professor-Archival 

For ethical researchers, this discretion is somewhat useful, as in an archival setting, not all tests will 

work and there is limited space to report results. Many readers may not care about non-results. 

 

For unethical researchers, this discretion can lead to severe bias in their research. However, relative to 

other flaws in unethical research (i.e., falsified data, intentional misstatements, etc.), I'm not sure this is 

a major issue. Unfortunately, these problems are more common than we admit (e.g., [PAPER]). 

167-Full Professor-Archival 

I am done!!!! 
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169-Assistant Professor-Archival 

Sometimes certain industries are not that useful to a specific question, but can be used for some 

supplementary questions. For these reasons, using discretion seems warranted. 

173-Full Professor-Archival 

to make the paper more publishable by puffing up the results.  

176-Associate Professor-Archival 

Often times one might not expect a researcher to find an association in a certain sub-sample of firms. In 

these cases removing that part of the sample (and discussing that assumption) can lead to more 

informative research than showing the results with a noisy subsample. 

181-Associate Professor-Archival 

To remove outliers and observations that might introduce noise. Another potential consequence to 

make results less generalizable to real world settings. 

183-Full Professor-Archival 

Often this is done to shorten the paper, keep it more readable, and less confusing. 

196-Full Professor-Archival 

Can be valid if sub-sample cases have particular characteristics which distinguish them from other 

observations e.g. financials and utilities. 

209-Full Professor-Archival 

Sometimes following prior research, e.g. eliminating regulated industries. But, largely to respond to 

publication incentives. 

215-Full Professor-Archival 

Results should be robust to subsamples; or there should be a legitimate reason to exclude certain sub-

samples, e.g., financial service firms are often omitted due to regulatory considerations. 

216-Full Professor-Archival 

Of course, deleting insignificant sub-sample results can overstate significance, but as I indicated in my 

answer to #1, researchers often don't know the "true" model. Deleting an insignificant industry (for 

example), may just indicate that the hypothesized effects don't hold in that industry, which may be for 

legitimate reasons. Editors and reviewers punish authors for insignificant results, so it is not surprising 

that researchers do this. 

220-Associate Professor-Archival 

I don't think this kind of discretion would be honest. 

223-Full Professor-Archival 

None I can think of. 

227-Associate Professor-Archival 

Occasionally overstates or misstates but often just shortens tangential discussions. Also contributes to 

idea that only significant results are publishable. 

229-Associate Professor-Archival 

I think it is to make the results look as good as possible so as to increase the probability of publication.  

34



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

233-Full Professor-Archival 

People may not report the results fully if they believe that the portion they are not reporting is just an  

236-Assistant Professor-Archival 

In my experience, sample selection is primarily determined by 1) relevant range (i.e.  avoiding 

potentially confounding events) and 2) data availability and quality. I believe that ensuring the sampled 

data is relevant is a terrific way to improve statistical power. I worry sometimes that data availability 

may be correlated with potentially confounding factors. We must ask ourselves, "Why did this data 

become available when and in the form it did? And does the motivating reason inform the research 

question and design?" 

240-Full Professor-Archival 

financial service firms and utilities are frequently excluded because ratios based on their financial 

statements are not comparable with those of firms in other industries 

241-Assistant Professor-Archival 

Because the research question being examined doesn't apply equally to all settings and sub-samples 

251-Full Professor-Archival 

Maybe I am naive, but I have not encountered this issue in archival research.  Unless you are referring to 

the situation I describe in the next slide. 

256-Full Professor-Archival 

You have not addressed the key driver of much of this behavior.  With limited space in journals, there is 

no appetite for publishing extensive explorations of unrevealing efforts.   You are attributing motives to 

the authors that may better lie with the editors. 

258-Assistant Professor-Archival 

Papers migh be already long to contain further subsample analyses. 

260-Associate Professor-Archival 

Some industries (not for profit, financial, etc.) may have different earnings generation or financial 

structures such that certain hypotheses are not generalizable to those industries. But these inclusions 

should always be noted in the paper. 

270-Assistant Professor-Archival 

In archival research, there an almost infinite number of alternative subsamples that can be drawn. 

Based on my knowledge of statistics, I would not expect to obtain significant results for all possible 

subsamples even if the hypothesized relation was correct. My bigger concern is that reviewers punish 

authors when their tests are not robust to every possible modification to the sample/method. 

273-Associate Professor-Archival 

Archival research costs money, and so I think authors err on the side of using what is available. They get 

subsamples or other data when referees ask so at that point it's hard to keep the data out of the paper.   

279-Full Professor-Archival 

Again, my sense is that this is  not that much of a problem in the archival literature. The more frequent 

problem is that the author or somebody else tries to replicate an existing study in another sample, or 

extend an existing study in some way, doesn't get results, and that study is never published. 
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286-Full Professor-Archival 

a good reviewer should require this information  

287-Full Professor-Archival 

You have to be careful with how you interpret "overstated" above. It could be overstated relative to the 

population (which just means heterogeneity in treatment effects) or mean something more negative 

(overstating the results relative to truth). 

289-Full Professor-Archival 

Not familiar again with this issue. 

291-Assistant Professor-Archival 

robustness check 

294-Assistant Professor-Archival 

I do not think that it is proper practice of choosing not to report a sample or subsample that were 

gathered as a part of a published article.  This is because I believe that the empirical results should be 

consistent if the thesis reflects the economic reality truely. 

297-Full Professor-Surveys 

Hey, we are social scientists. Everything goes, right? 

299-Associate Professor-Surveys 

The question is not very clear. Are we taking about excluding very small companies where the 

assumption of optimal behavior may not hold? Also, the sample selection choices would have to be 

discussed in the paper. Alternatively, you may have meant some sort of "gaming" and "cherry picking" 

of results. That is similar to fudging the data. I have no idea how common that is in survey research. 
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For what other reasons do researchers [choose not to report or highlight hypotheses], and what other 

effects does it have on published research using your primary method?   

5-Assistant Professor-Field Experiments 

When researchers choose to decrease their discussion of a hypothesis, they usually footnote what 

they're not discussing and why. I have seen reviewers request that the discussion of a hypothesis be 

dropped to consolidate the paper.  

6-Assistant Professor-Field Experiments 

Sometimes this discretion is encouraged by reviewers - who want to focus the paper. But I think these 

results should remain, albeit stated more briefly, because what is unexpected or weak can be the most 

interesting parts of research and spawn the next study. 

10-Assistant Professor-Field Experiments 

We have to distinguish between main hypotheses and secondary hypotheses. Focus is gained when the 

latter are trimmed because of weak results. 

Another reason why this is done is the suggestion of the referee/editor. 

12-Assistant Professor-Field Experiments 

This, to me, is unethical - if you hypothesize something in advance, it should be noted in your paper. 

13-Full Professor-Field Experiments 

Putting expectations in the form of research questions rather than formal hypotheses is acceptable 

when the underlying theory is novel or undeveloped. In many cases, however, this is another form of ex 

post rationalization. 

17-Full Professor-Field Studies 

You don't really start with hypotheses in our case, you will normally start with a theoretical lens that 

drives the interview protocol, but very commonly the data that is extracted takes you a different 

direction. You should note what drove protocol development, but the story should unfold based on the 

theoretical lens that was found to provide the most cohesion to the data. 

20-Assistant Professor-Field Studies 

taste/preference/philosophy - e.g., positivistic qualitative research more likely to present predictions 

than intepretive qualitative research  

22-Full Professor-Field Studies 

these questions presuppose a particular methodological approach; I can't really answer them 

25-Associate Professor-Field Studies 

If this is what is ment by discretion I am less positive about "discretion". In my opinion reviewers will 

play an important role in identifying this type of behavior. Normally after reading the literature review is 

will be pretty clear what the hypothesis should be. If authors provide less hypothesis than expected 

from the theoretical model (because they want that each hypothesis will be significant) reviewers 

should pick this up.  
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28-Full Professor-Field Studies 

not relevant to field research b/c hypotheses are not typically developed. i cannot answer these two 

questions as not relevant.  

30-Associate Professor-Field Studies 

Again, really - it is perfectly valid to to express hypotheses in advance in inductive research!! I fear a 

deductive bias here ...  This is not a "form of discretion". this is a valid alternative approach. I'm 

teetering on not completing the survey as I fear the questions will continue in this vein.  

33-Full Professor-Field Studies 

Results in "file drawer" problem where null results never get published. 

34-Full Professor-Field Studies 

Please notice that in field studies that are not of a theory-testing nature it is rather uncommon to use 

hypotheses/predictions.  

35-Associate Professor-Field Studies 

does not affect it, as we often do not have hypthoses 

36-Assistant Professor-Field Studies 

Researchers may think that failure to find a result makes a paper unlikely to be published. The bias 

against publishing null results could be a result of failure to understand how to interpret null results. We 

know what a result with a p-value of less than .05 means. It's harder to say what a result with a larger p-

value means. There is also the possibility that a statistical approach was underpowered. If we could 

better explain the power in our setting, that could help us to be more confident that null results really 

don't exist. The effect on my primary research method, which is experimental, is to create streams of 

research based on spurious results that are not replicable. Behavioral sciences have been shaken by this 

in recent years. 

37-Full Professor-Field Studies 

Researchers naturally wish that their likelihood to publish the piece increases this way. And this kind of 

things are hard to detect for the reviewers. 

38-Assistant Professor-Field Studies 

I do primarily qualitative so not relevant.  

41-Emeritus Professor-Laboratory Experiments 

This question puzzles me. I don't see how "choosing not to report hypotheses" can be used to "overstate 

the extent to which [researchers] are testing pre-specified hypotheses." 

48-Associate Professor-Laboratory Experiments 

This discretion is sometimes imposed/used by reviewers. 

57-Associate Professor-Laboratory Experiments 

Experiments are quite costly (especially in terms of subjects and time); testing additional items or 

theories is a way to protect yourself of hopefully getting something publishable 
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58-Full Professor-Laboratory Experiments 

The reviewers may require more consistency between hypotheses and results. This limits the potentially 

important findings that are contrary to predictions.  

61-Full Professor-Laboratory Experiments 

Over the course of the review process, I am often pushed to provide explanations for results that at 

times reaches the level of proposing and testing ex post hypotheses. I try to not do this sort of thing, but 

referees often push or nudge strongly in such directions. In my recent experience, it is often second 

order type effects that I am pushed hardest to explain and present in this manner. 

64-Assistant Professor-Laboratory Experiments 

The only other primary reason I can think of is that editors and reviewers are usually not interested 

seeing null results or confusing results. Many say that they are, but my gut feel is that they are 

overestimating how unattractive null or confusing results are to them when they actually have to make 

an editorial decision. 

69-Full Professor-Laboratory Experiments 

Referees often insist that weak or surprising results be deleted 

71-Full Professor-Laboratory Experiments 

If they don't do this, reviewers will either require it or reject because of unsupported results. It is self-

defense, driven by reviewers who will only consider papers with strongly supported hypotheses, and 

editors who don't pay close enough attention to what the reviewers are doing. Rationalization - the 

system made us do it. 

73-Full Professor-Laboratory Experiments 

To shorten long manuscripts. 

75-Associate Professor-Laboratory Experiments 

to appease arbitrary editors and/or reviewers. This is the biggest issue - what questions do we even ask? 

It's hard to say the effect because we don't know what got put in the file drawer, so to speak. 

78-Associate Professor-Laboratory Experiments 

The "focused/overstated" questions or measures are not clearly defined here and therefore, I don;t 

know how to answer them. I guess you designed the questions this way (using this wording) 

intentionally to see how respondents may justify such behavior subconsciously. I want to state here 

clearly: Such "discretion" is unjustifiable bad deed, against the very meaning of scientific research. The 

real discretion, if it can be properly called "discretion" - I think it can be, is the ones that only involve in 

methodological selections of data analysis, e.g., model selections. In doing this, the research is indeed 

making a "value judgment", displaying subjectivity, preferences and biases. The "discretion" in your 

questions is no different, in scientific sense, than fraudulent misreporting. If people do that, we need to 

find a way to stop it. Your research here is making an important contribution in that direction. 

Unfortunately, perhaps this issue is too difficult to research (but it is not difficult to publicly address) , 

your questions here, as research measures, were not well worded. I am sorry this is my honest opinion.  

79-Full Professor-Laboratory Experiments 

Reason - makes the paper looks more "belief revision" 

Effects - not huge as long as the results reported are accurate. 
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80-Full Professor-Laboratory Experiments 

The questions highlight the tradeoff. Focusing on the most interesting results does indeed increase focus 

and perhaps impact, but at the expense of balance and potential overstatement. 

90-Full Professor-Laboratory Experiments 

I suspect a common reason is to increase the likelihood of the paper being accepted for publication 

given the strong bias against null results in the review process, particularly for experiments. 

94-Full Professor-Laboratory Experiments 

Fear of rejection. 

95-Full Professor-Laboratory Experiments 

Editors sometimes tell authors to do this -- drop complexity to tell a simple story.  And authors 

sometimes learn a better hypothesis for the experiment they ran.  But I think the original hypotheses 

should be reported and tested, as well as the post hoc stuff. 

96-Full Professor-Laboratory Experiments 

I believe the clairvoyance we observe in published papers, where researchers knew in advance exactly 

what they were going to find, strains credibility and makes the work a lot less interesting, in addition to 

overstating the findings. However, as both an author and as a reviewer I have observed several editors 

actually instruct authors after the fact to predict in advance what they actually found to avoid "clogging 

up the paper" with all kinds of things that could have happened ex ante. 

98-Assistant Professor-Laboratory Experiments 

Researchers use discretion to increase the chance of publication. A large part of the reason is the 

publicatoin bias against null results, which encourages researchers to think ahead about all the possible 

ways in which results could turn out. 

99-Full Professor-Laboratory Experiments 

Seems obvious that the reason is that their careers depend on being published. It's the dark side of 

science and why replication should be more highly valued. Fortunately, business research is not 

commonly a life or death matter. But, in my view, there is room for considerably more work in the area 

of replication, revisiting 'established' results in new time periods, with new data sets, and with new 

tools. 

100-Assistant Professor-Laboratory Experiments 

I wish that more 'no results' were reported - to spare doc students the pain of pursuing a no result 

project, where the no result was already 'known'.  That being said, I understand that research follows 

the 'consequential belief revision' model as a standard for what time costs we are willing to burden 

readers with.  Otherwise, I do not care greatly that you report only the portion of your case that holds 

water. 

101-Associate Professor-Laboratory Experiments 

I think this happens a lot. I think it would happen less if accounting reviewers would allow researchers to 

report unsupported hypotheses. I have been asked multiple times to change or deemphasize 

hypotheses.  
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107-Full Professor-Other Methodology 

Very few simulation studies so far have written hypotheses on how they expect a particular variable to 

affect an outcome of interest. Mostly they just motivate the importance of the variable, rather than its 

effect. I think this may be because the application of the method is still developing, and would suggest 

researchers may move to become more explicit about formulating hypotheses in the future. 

108-Full Professor-Other Methodology 

This goes against the idea of science. negative results or not finding what we thought we would find, are 

hard if not impossible to publish. Hence, anything that detracts is taken out. There is an iterative 

evolution of the story and the data. Moreover, the lack of a theoretical basis in many empirical papers 

(particularly financial accounting) makes the notion of a hypothesis somewhat of a farce. 

109-Full Professor-Other Methodology 

I write argumentation and don't do empirical work, but find that mostly I am answering in my former 

empirical self. 

111-Full Professor-Other Methodology 

Databases that are never explored are like a novel, they contain all types of surprises (from 

measurement properties that are hard to understand to observations that are difficult to outcomes that 

are nowhere described in theory. This may lead people to rethink their original research question.   

114-Associate Professor-Other Methodology 

 a legitimate reason is to trip the length of a paper 

118-Assistant Professor-Archival 

Unfortunately, sometimes with archival research, test results drive hypotheses formulation rather than 

the other way around. Not all the time, but sometimes it seems clear that hypotheses are developed 

and motivated after data has been collected and analyses have been run.  

124-Full Professor-Archival 

Because theoretical framework is under-developed or research design does not generate an properly 

specified empirical test  

 

Effect: risks introducing a bias in published outputs and hiding interesting anomalies  

127-Full Professor-Archival 

I think that sometimes hypotheses get dropped under pressure from reviewers.  Hypotheses with null 

results, even if supported by theory, are more likely to meet a reaction like: "That's a dumb hypothesis -- 

why did you expect to find anything?"  Researchers may also self-censor, expecting this reaction. 

131-Full Professor-Archival 

Choose to get two publications out of what is really a single finding. 

138-Archival 

No evidence one way or another 

144-Full Professor-Archival 

Hypotheses are an artifact of the false notion that accounting researchers test theories.  
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145-Full Professor-Archival 

Unfortunately, the non-reporting of hypotheses is often driven by a lack to theory to support the 

hypotheses. Too often in my area, studies are simply a test of one or two hypotheses followed by an 

excessive laundry list of other findings (not hypothesized) forced upon the authors by referees and 

editors. Additional hypotheses are not presented because the authors do not have a theory to suggest 

the hypotheses (i.e., the tests are driven by referee speculation). 

146-Associate Professor-Archival 

I do believe this is the most common problem in the papers I see published - obvious predictions are 

conveniently ignored  

148-Full Professor-Archival 

[AUTHOR] has research on how one could adjust for data snooping. 

150-Full Professor-Archival 

Very confusing wording. You ask for "other reasons" but fail to detail reasons. 

152-Associate Professor-Archival 

i think the reader can see the results on these variables and infer for themselves that the relations that 

might have been expected don't hold.  perhaps the authors could mention in passing in their discussion 

of results that "x" (positive association or whatever) was expected on a "control" (i.e., no longer a test 

variable because results did not come up) but not found, speculate as to why, and thereby open the 

question for others to consider.  but if it's not central to the paper (because it's a non-result), I don't 

think the authors need to spend a lot of time/attention on this because it could distract from what they 

actually do establish with their study. 

167-Full Professor-Archival 

I had no idea how ridiculous this questionnaire was going to be! 

169-Assistant Professor-Archival 

Researchers also use this discretion to hide results that might negatively impact their intended 

takeaways. This is clearly related to focus and overstating, but somewhat unique too.  

175-Full Professor-Archival 

I think readers understand that results will only tend to be reported when they do not reject stated 

hypotheses. 

178-Associate Professor-Archival 

Scholars do not report weak results, even when these results would likely fit with readers' expectations, 

because weak results make the review and publication process extremely challenging. This is particularly 

true for junior scholars. In other words, senior scholars have more leeway to put forth weak results. 

183-Full Professor-Archival 

The researcher may not have clear hypotheses, or he/she have conflicting predictions.  

184-Full Professor-Archival 

Sometimes the pre-formed predictions (or moderating factors) are not well conceived, or could be 

subject to confounding effects.   
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202-Associate Professor-Archival 

I have reviewed a number of studies recently that do not report hypotheses.  It seems as if the author(s) 

just run ad hoc tests to see what sticks.  The author(s) never correct their standard errors... 

207-Assistant Professor-Archival 

This choice could be driven by the nature of the study. For example, an exploratory study, versus an 

explanatory study, is more like to have no ex-ante predications (i.e., hypotheses) on the results. 

209-Full Professor-Archival 

Motivated to report only "sexy" or "catchy" results. Or to try and fool reviewers by hiding p-hacking. 

210-Full Professor-Archival 

It should be made clear that this is not only authors' discretion. Reviewers and, perhaps even more 

importantly, editors have a strong bias against publishing hypotheses that cannot be supported by data. 

In my view, authors' discretion is a largely rational response to this kind of bias. 

215-Full Professor-Archival 

The key here is that the research must be written up in a way that it is replicable, discretion or not.  I 

worry that this research survey is using "discretion" in a perjorative sense. As a researcher, one uses 

some discretion in every step of the process (e.g., choice of words, methods). 

223-Full Professor-Archival 

None that I can think of. 

233-Full Professor-Archival 

I have seen in published studies in top journals where researchers generalize their findings based on 

insignificant results.   

236-Assistant Professor-Archival 

See comments on previous question. 

239-Assistant Professor-Archival 

I am not sure what you are talking about.  In Econ and Finance, it is somewhat rare now to state formal 

hypotheses.  If I can get away with it, I would prefer never to state a formal hypotheses.  I recently had 

an R&R at [JOURNAL] where one of the main editor comments was asking us to include formal 

hypotheses, as I suppose accountants demand to be a decade or so behind everyone else.  What I think 

you are talking about, though, is something different--not reporting results you dont like.  I am not 

certain, though. 

240-Full Professor-Archival 

shorten review process 

243-Assistant Professor-Archival 

Often many predictions were made and only one or two were observed and these were reported. This 

"p-hacking" compromises statistical inferences. 

250-Full Professor-Archival 

I think that sometimes people don't use formal hypotheses because they want to avoid giving the 

impression that they take the whole research process too seriously, and I think this has some validity.  
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After all, most empirical research is "telling a story" and making the research too seemingly causally 

tight and scientifically based can be dangerous. 

251-Full Professor-Archival 

Obviously, when hiding weak results, the paper then tells only half the story.  So we end up with a bunch 

of reported results that may be literally true, but of limited generalizability.  But certain reviewers (and 

editors) do not accept areas of weak results.  The review process incentivizes researchers to report 

mainly results that support hypotheses. 

255-Full Professor-Archival 

I develop hypotheses to help me design the empirical test. The main reason I drop hypotheses that I had 

developed from the article is when I identify a flaw in the hypothesis development process. I do not 

worry much about having the empirical results contradict my hypotheses; that is, in part, the reason we 

do the empirical work. 

256-Full Professor-Archival 

See above.  I think that papers do drop or downplay expectations that were not borne out, but I am not 

sure that is a problem. 

258-Assistant Professor-Archival 

I think that there is some common belief that presnting weak or no results will hurt the chances of the 

paper and this leads researchers to only focus on hypotheses to which they find strong results. 

260-Associate Professor-Archival 

Sometimes the hypotheses is incomplete and you might redirect your research as to why you are getting 

a puzzling result. This may not happen in the current study but warrants exploration in a separate 

dedicated study. 

261-Assistant Professor-Archival 

Null results papers are rarely if ever published - although its harder to interpret null results for a well 

designed study- publishing null results would help us understand how consistent the documented 

effects of other studies are across settings. 

264-Assistant Professor-Archival 

Many times removing weak or counter intuitive results can make the paper more focused, especially 

when a lot of papers now are very long. One of the largest concerns is that including these types of 

results can confuse reviewers or get them off topic. Sometimes refereed to as "opening pandora's box". 

A side effect of this is that counter intuitive results can be good for debate and further investigation.    

265-Assistant Professor-Archival 

Again, I'm not sure how I'm supposed to answer whether something is overstated, because I'm not sure 

how to objectively measure that ex-post. I'm also not sure how it increases the focus of the test. Instead, 

if you had asked under what circumstances am I more likely to choose to remove a hypotheses, the 

reasons would be because I want to keep the paper focused, or I did not think that the hypothesis would 

pass criticism from the review process. 

270-Assistant Professor-Archival 

I would most like to comment on the second question here. I think the extent to which the results get 
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overstated due to revising the focus of the paper is more likely to be bi-modal with the overstatement 

being minimal in many cases and very high in many other cases. I chose "somewhat" as the average, but 

I don't think the average occurs frequently. 

273-Associate Professor-Archival 

In many cases, we are dealing in accounting archival research with a very mature discipline with very 

low order question unanswered.  Having the ability to articulate a hypothesis at the level of precision 

necessary given the state of the literature in my opinion is difficult.  So with loose predictions and 

inability to know how well one can cut the data to uncover an nth order effect will lead to what appears 

to be HARKING but it may be learning as well.  If we ultimately get to the truth that is what matters in 

my opinion.  If we had a more open field where the archival results were accepted as many times being 

descriptive and where experiments were accepted to fill in holes in the mechanism and get at causal 

inference we would be in a better position as a profession.  

279-Full Professor-Archival 

This is about truncating hypotheses after results are known.I see it more frequently the other way: 

generating new hypotheses after results are known.  

286-Full Professor-Archival 

it is often difficult to identify what the authors intended or whether they simply look for significance.  

these questions are hard to answer as an editor or a reviewer, sometimes i just don't know  

287-Full Professor-Archival 

Again, the issue with the average applies. 

294-Assistant Professor-Archival 

I do not think that this is a good practice and I do not think that the referees will accept a paper 

presenting in this way.   

297-Full Professor-Surveys 

The degrees of freedom in hypotheses is larger than the degrees of freedom in testing them. All these 

integrity concerns are raised against the wrong issue. A matter of choosing the right tree to bark to... 

301-Assistant Professor-Surveys 

In my experience, this type of action (adding or discarding predictions/hypotheses) has been done 

primarily at the direct request of the reviewer, or at least as a way to address a reviewer's concern â€“ 

not necessarily at the sole discretion of the author(s). 
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For what other reasons do researchers [change their predictions and/or underlying theory], and what 

other effects does it have on published research using your primary method?   

3-Assistant Professor-Field Experiments 

People seem to use it to explain away inconsistent results if their main result is strong. 

5-Assistant Professor-Field Experiments 

It has not been my experience that very many people use this kind of discretion in experimental 

research. Doing so would be contrary to the whole point of research. I assume people do it to increase 

their chances of being published in a top journal.  

6-Assistant Professor-Field Experiments 

This is an issue in experiments, and I am guilty of it. Though I think the dangers of it can be limited by 

avoiding one-tailed tests or over-specifying contrasts. There may be truth to the argument that initial 

predictions were incorrect because the researchers didn't do enough upfront research to find all 

relevant research and theory relevant to their setting, and that newly discovered research better 

informs what should have been expected. But obviously this can be a bunch of ex-post rationalization. 

The big effect I see is studies that are too clean, both in predictions and writing, when really it would be 

better if it was messier. That is, a first theory & hypotheses offered that fails with secondary theory to 

try to help explain what happened. 

10-Assistant Professor-Field Experiments 

I think we should distinguish between fishing for results and build theory ex-post and designing a field 

experiment with certain conflicting theories in mind and change emphasis in the paper as a function of 

the results that were obtained. The first, overstates results and produces pseudo accurate proofs of 

theory. The latter facilitates the reading of the paper. 

11-Full Professor-Field Experiments 

I view this as letting the data speak for itself. And sometimes an unexpected result makes the researcher 

delve more deeply into the theory (or find another theory, or develop one of their own) that makes 

them realize that their earlier thinking was premature...I don't view this as "cheating"...rather, I view it 

as part of the scientific discovery process. 

13-Full Professor-Field Experiments 

Ex post rationalization is another common technique used in field research. However, this approach is 

encouraged by some journals ("hypothesize what you find"). 

17-Full Professor-Field Studies 

Again, fits with the qualitative work. In experimental work that I also do, it is not appropriate and is 

counter to the very nature of experimental work. Qualitative work is generally theory building whereas 

experimental work is only relevant to testing a priori theory. In the latter's case, my answers would be 

very different and I think such changes have significant deleterious effects on accounting research. 

20-Assistant Professor-Field Studies 

refinement of understanding of theory from reader/reviewer/editor comments 

22-Full Professor-Field Studies 

(it is difficult to make sense of the above questions ...) 
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25-Associate Professor-Field Studies 

mmm, these are very difficult questions to provide straigthforward answers. I believe that the data 

analysis process also leads to learning to understand the phenomena under investigation. Whether this 

discretion leads to more accurate results are inflated results is of course dependent on the person who 

is using this discretion. Therefore the answers provided above largely depend on how much trust I have 

in the "average" person. Since on average I trust individuals more than that I distrust them my answers 

are overall favorable. Again it is completely dependent on the person who is having the discretion. Think 

about a manager who is having discretion in an evaluation process. He can use this discretion to 

incorporate more information in the evaluation process but he can also misuse it for reasons of 

favoritsm.   

28-Full Professor-Field Studies 

this question implies a hypothetico-deductive method where hypotheses are always developed prior to 

data collection. in much field research, particularly interpretive work, it is quite common and indeed 

necessary to develop theory with or indeed after data collection, eg, grounded theory is premised on 

this idea.  

30-Associate Professor-Field Studies 

Bear in mind there is such a thing as inductive research ... :) 

34-Full Professor-Field Studies 

Again, it is to emphasise that field studies conducted in an interpretive/constructivist spirit do very often 

decide on the theory after the data were analysed (e.g. see [PAPER]).   

36-Assistant Professor-Field Studies 

I have spoken to leading professors who suggest that I should let the data speak to me. There is a fine 

line between reverse engineering a hypothesis based on what the data shows and letting the data speak 

to me. I don't know where to draw that line. 

37-Full Professor-Field Studies 

People want to show new results, other than just confirming the evident. There is also a need state 

clearly what is the contribution and in this regard there is a kind of obsession to present something like 

three contributions at least, even if they were actually rather forced and reverse-engineered one. These 

bad habits circulate nowadays. 

38-Assistant Professor-Field Studies 

I think this iterative work is necessary to make the final papers readable. No point in subjecting  readers 

to a discussion of the intellectual rabbit hole that the author fell into when conducting the research.   

41-Emeritus Professor-Laboratory Experiments 

I have seen people change their predictions and/or theory ex post because the (other) reviewer tells 

them to. This is bad practice, especially when the original predictions/theory are totally dropped out of 

the paper. Sometimes a little data convinces us that our predictions were dopey and our theories 

incomplete--but I think if we then make new predictions we need to collect new data. This of course is a 

time-consuming nuisance. But just retrofitting the front end of the paper after data have been collected 

reduces replicability.  
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48-Associate Professor-Laboratory Experiments 

I have a significant problem with this "discretion."  The researcher must duplicate the result, not simply 

change the story they tell to fit the data after the fact. 

49-Full Professor-Laboratory Experiments 

See my prior point about a bias against research questions - that is what is driving this issue. 

57-Associate Professor-Laboratory Experiments 

Reviewers also sometimes suggest using different theories or adding additional hypotheses. 

58-Full Professor-Laboratory Experiments 

Ex post, the results must be explained if they do not support the predictions. Sometimes an alternative 

theory may better explain the results.  

64-Assistant Professor-Laboratory Experiments 

The primary reason is to publish, I would imagine. Another - when researchers believe their research is 

crap anyway, so it doesn't matter one way or another. These researchers might think that the entire 

institution of accounting research is a big case of The Emperor's New Clothes. I believe that this mostly 

applies at the lower tiers of journals, but unfortunately some of this research occasionally makes it to 

the top.  

69-Full Professor-Laboratory Experiments 

Referees have too much discretion in imposing choices on authors. Authors change stories to satisfy 

referees 

73-Full Professor-Laboratory Experiments 

To shorten long manuscripts. 

75-Associate Professor-Laboratory Experiments 

to appease reviewers and editors, who are often arbitrary. the effect is impossible to determine without 

being said editor or reviewer. 

76-Assistant Professor-Laboratory Experiments 

Ideally the researcher notes the prior theory used and shows the progression of the story and the 

process variables that support their new predictions.  

78-Associate Professor-Laboratory Experiments 

Again, I would not call this "discretion". Science relies both theory and data. Although this is not a simple 

issue, the literature is science on this is rich.  Unfortunately, today's accounting researchers are almost 

totally ignorant of such important scientific knowledge.    

80-Full Professor-Laboratory Experiments 

In my experience, the primary source of ex post hypothesizing is the review process. 

85-Full Professor-Laboratory Experiments 

I think people use this form of discretion because they think they hadn't thought as carefully about the 

expectations, given that the results have proved contrary to the original expectations. Unfortunately, 

the final published report doesn't portray this stream of thought and changing theories, so the 

published results appear more reliable than they really are.  
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90-Full Professor-Laboratory Experiments 

This practice also relates to increasing the likelihood of getting a study published since results that are 

opposite to the direction predicted tend to be viewed negatively by reviewers. Re-working theory 

(without changing the direction of the prediction) is sometimes the result of reviewers' 

comments/suggestions. As an editor I often observed reviewers recommending authors use a different 

theory than what was in the original submission and authors comply because they feel they have no 

choice. 

94-Full Professor-Laboratory Experiments 

Poor theoretical development upfront and/or insufficient refining of experimental materials to properly 

test initial theoretical motivation. 

95-Full Professor-Laboratory Experiments 

For a well-designed experiment, Harking is difficult because the experiment was designed to test a 

particular hypothesis.  However, particularly in a world full of mediators, harking is easier and, I think, 

fairly prevalent.  

96-Full Professor-Laboratory Experiments 

They do this to get it published often as instructed by the editor (see my last response). 

98-Assistant Professor-Laboratory Experiments 

There is a strong publication bias against null results and, for whatever reason, against thoughtful ex 

post analyses explaining why hypotheses did not obtain. Preaching about HARKing is easy, but journal 

editors and reviewers deserve most of the blame for this practice. 

99-Full Professor-Laboratory Experiments 

Data sometimes focus the mind and illuminate what should have been obvious beforehand. But see my 

comments on replication. 

100-Assistant Professor-Laboratory Experiments 

My own thoughts are that it is great to learn from your data, but you should not both a) generate 

hypotheses and b) test hypotheses using the same data.  If you change your hypotheses, you should 

collect clean data to the extent that it isn't possible to do so.  Learning is good! 

101-Associate Professor-Laboratory Experiments 

As with the prior question, and all of the questions so far, there is a right way and a wrong way to do 

this. The researcher must be honest with themselves and truly report what the data says. However, the 

researcher should not be expected to know precisely what is going to happen before conducting the 

study--that is why we call the work experimentation. However, the researcher must fully disclose key 

"discretion decisions". 

102-Associate Professor-Laboratory Experiments 

See my earlier comment about finetuning the experiment to find results in line with the theory rather 

than understanding human behavior. 

107-Full Professor-Other Methodology 

Since hypotheses are not written up for simulation based methods, this question is not applicable. 
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108-Full Professor-Other Methodology 

The result appears to be a linear application of the scientific method but in reality I think that the 

process is iterative. This discretion generates a false impression of the rigor of the research (overstates 

it) and the process followed (grossly misrepresents it). The frequency of this is not large in experimental 

work (to my knowledge) but this is rife in archival work. 

109-Full Professor-Other Methodology 

Because there is a bias in publishing for confirmation of theories supposedly relied upon. 

111-Full Professor-Other Methodology 

this is difficult to tell. 

123-Doctoral Student-Archival 

I would rather researchers change their predictions or theory based on reported results than not report 

tested hypotheses. In the former case, at least peers can know what analyses have been done and 

determine independently how reasonable the explanation is. If the authors run tests and don't report 

them when they don't turn out favorably then obviously there is a huge selection issue in published 

research that limits what we actually know about the phenomena we study. 

124-Full Professor-Archival 

Increasing focus and reducing complexity; making results easier to present/explain, promoting the 

impression of consistency, and reducing the demand for further explanation and analysis. Such 

behaviour is particularly likely where the objective function is publication rather than developing a 

better understanding of the underlying phenomenon. 

 

 

Possibly driven by the perception that all empirical results need to align with predictions to avoid 

reviewers and editors highlighting apparent inconsistency as a reason for rejection.  

 

Effect: risks creating a bias in published outputs and hiding interesting anomalies  

131-Full Professor-Archival 

I  more often see that researchers ignore an inconsistency, especially in control variables, that should 

have triggered them to rethink their hypothesis. 

132-Assistant Professor-Archival 

When asked to by the referee or editor. 

138-Archival 

I have no evidence one way or another that this occurs, but I do believe it may be a significant problem 

given the current research environment  

144-Full Professor-Archival 

As a means to an end, where the end is publication, tenure, promotion, prestige and money. 

146-Associate Professor-Archival 

this is a hard one - for a lot of empirical studies, there are "conjectures" disguised as hypotheses. The 

empirical results often force the researchers to think a lot harder about that conjecture and may lead to 
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better 'hypotheses' - so I don't think this is necessarily a problem. What happens,though, is that you see 

formal hypotheses developed ex post based on the results. I personally prefer to write papers whether 

predictions/conjectures are specified upfront in the intro (with the underlying reasoning) but without  a 

formal hypothesis section which is often quite obviously written ex post. I think accounting journals, for 

certain types of papers, need to stop expecting a formal hypothesis section (where there is not a real 

'theory'), which forces researcher to come up with convoluted hypotheses after seeing the results.  

Indeed, finance journal often don't have a hyp. section 

148-Full Professor-Archival 

Statistical significance may be more overstated for treatment variables than for control variables. This 

differential effect is documented in a working paper by [PAPER]. 

150-Full Professor-Archival 

There are many papers in HARKing 

157-Assistant Professor-Archival 

For better or worse, many archival researchers don't spend the amount of time developing predictions 

that behavioral researchers spend. Often, a bit more thought and digging on the theory in response to 

expected or unexpected results is helpful in archival research (assuming we have ethical researchers not 

making up data, etc.) 

167-Full Professor-Archival 

Researcher are willing to do almost anything as long as the perceive the probability of publishing 

increases. 

 

of course you know this! 

168-Associate Professor-Archival 

If researchers are not capable enough of identifying the appropriate theory for a set of results and the 

review process and/or workshopping the paper identifies theory that explains the results in a more 

insightful way, why wouldn't the researchers adapt the theory?  

169-Assistant Professor-Archival 

In archival research, people use this discretion because it's easier. For example, you can spend a lot of 

time up front studying theory, writing out complete hypotheses, and having a strong research design, or 

you can quickly check the data with a simple regression to see if your half-baked, two sentence 

thought/hypothesis is supported. Apologies for being "holier than thou" but I really dislike this pervasive 

trait of archival research, and to the best of my ability I do not engage in the practice. 

173-Full Professor-Archival 

Ex post theorizing is occasionally helpful, but mostly useless 

174-Full Professor-Archival 

In cases of exploratory research; documenting empirical regularities. 

175-Full Professor-Archival 

Archival work has the form but often not the substance of the classical hypothetical-deductive method.  
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183-Full Professor-Archival 

Only donkeys don't change their opinion. 

184-Full Professor-Archival 

To the extent that researchers ignore some theoretical perspectives before analyzing the data, strong 

patterns revealed from preliminary empirical analysis help researchers think more.    

185-Full Professor-Archival 

Fit between theory and empirical sections....consistency with a priori views 

196-Full Professor-Archival 

Can be appropriate as it is difficult to lay our hypotheses ex ante without proper engagement with the 

data. 

202-Associate Professor-Archival 

People use this discretion to get studies published - you do not see many "no results" papers 

205-Full Professor-Archival 

They use this discretion to ensure results have multiple stars without considering the underlying 

decision issues about why the results might differ 

207-Assistant Professor-Archival 

Observing unexpected results might stimulate people to look at predictions/theories that were not 

initially thought of. 

209-Full Professor-Archival 

Responding to publication incentives. Leads to garbage research due to p-hacking and "garden of forking 

paths". 

214-Emeritus Professor-Archival 

different view of methodology, some look for patterns in the data and try to interpret them, this is OK 

provided they are frank that this is what they have done 

215-Full Professor-Archival 

It is not possible to observe the discretion of others. As a reviewer or editor, I have recommended to 

authors other ways to think about a problem and additional tests to be undertaken to improve a paper. I 

do not regard this as discretion, however.  

216-Full Professor-Archival 

"Theory" is often incomplete or incorrect, so changing predictions may be due to bad theory. 

223-Full Professor-Archival 

None that I can think of. 

226-Full Professor-Archival 

Depends on the room given by journals (editors and reviewers) 

233-Full Professor-Archival 

I think changing underlying theory and/or predictions after obtaining the results violates scientific 
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method of inquiry.  However, researchers may perform tests to understand the data and its 

characteristics without any clear expectations. 

236-Assistant Professor-Archival 

This is a tough dilemma. Clearly, in an ideal world, a researcher would exhaustively explore all possible 

theoretical relationships prior to empirical testing. However, I think that doing so would slow research 

progress substantially. Thus, we must rely on a very high level of integrity and transparency within our 

discipline, so that readers know what theoretical expectations were in place prior to and subsequent to 

actual testing. If studies provide this information then I believe that readers can make relatively 

unbiased determinations of what can be inferred from the results. 

239-Assistant Professor-Archival 

You are asking this question in reference in my research field in general, as a way to not make me feel 

guilty if I have done this myself. I understand, and have used, this strategy in surveys.  But, in reality, I 

don't know what other people do as they write a paper. 

240-Full Professor-Archival 

evolving understanding of the problem being addressed 

243-Assistant Professor-Archival 

People often use this form of discretion to justify one-tailed tests. They also use it to try and make 

results seem more believable by focusing only on the theory leading to the observed result. I observe it 

most in additional analysis where cross-sectional tests are performed and the theory seems like it was 

post hoc as logic would predict the opposite interactive effect. 

251-Full Professor-Archival 

Reviewers and editors have a bias against accepting papers that fail to reject the null hypothesis.   

255-Full Professor-Archival 

If I get an unexpected empirical result, I always try to identify what economic activity or phenomenon 

could be driving this result. If I can identify an economic reason for the unexpected result, I report this as 

a possible reason. 

256-Full Professor-Archival 

This strikes me as a bit of a fishing expedition.  Few of us will know enough about the behavior of others 

to provide data based responses.  My answers were all in the middle since I know I don't know. 

258-Assistant Professor-Archival 

This might be done also for bravity. Accounting papers tend to be long, and adding less convincing 

results will make them even longer. This helps keeping the length of the paper reasonable. 

260-Associate Professor-Archival 

A better option is to build tension as to why either direction is plausible. Then we can be agnostic about 

the results because we are still learning something valuable. 

261-Assistant Professor-Archival 

I reviewed a paper once where a prior version had reported results directly opposite to that in the 

current draft.  The authors did not acknowledge this discrepancy nor justify why the current 

specification was more accurate/appropriate.  Theory had been built in each draft to support the 
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reported results.  It's hard to tell how pervasive this is but having seen it explicitly in this instance makes 

me more skeptical of other work I see published. 

262-Full Professor-Archival 

To me, what is described is Learning. That's the name of the game for us, no? 

264-Assistant Professor-Archival 

Sometimes, looking at the results, assuming that the analysis is done correctly can allow researchers to 

think more deeply about their predictions. While it is harmful to simply write predictions around results. 

Allowing empirical results to inform the researcher is not necessarily bad. 

265-Assistant Professor-Archival 

I left the quantitative answers blank because I'm honestly not sure how I'm supposed to answer those. 

In other words, I have no scale for knowing ex post, without bias, whether it made it more accurate or 

overstated results. Qualitatively, I can say that as an archival researcher, I always try to approach a 

paper with a two-tailed hypothesis, because I think there should be enough tension for writing the 

paper. However, sometimes, I don't have strong predictions or theory (e.g., a determinants paper). In 

those situations, I will admittedly wait to see how the data falls, and I use that to go back to the 

literature to try to understand why that may be the case. I'm not sure whether this is making the results 

more accurate or more overstated. 

270-Assistant Professor-Archival 

I would generally prefer this sort of discretion to be acknowledged as ex post, or at a minimum prefer to 

see non-directional hypotheses in such a case with the original theory presented as well as the revised 

theory and a non-directional hypothesis. The results should them be confirmed by finding an alternative 

means to test the result that would reflect the revised hypothesis. (I.e., the authors should present 

additional tests that would likely only have been thought of with the revised theory in mind). 

271-Full Professor-Archival 

Theory should be guided or informed by evidence but researchers must be careful not to let data 

mislead theory. 

273-Associate Professor-Archival 

In archival research there will be a replication or follow up paper.  If the story doesn't hold up in the data 

in future research because it was retrofitted in an earlier piece of research the idea should die out.  The 

change in inference and theory happens in the review process.  Authors can do it to themselves or 

reviewers can do it to authors.  We don't have a two stage process in our field where proposals are 

accepted without going to the data to keep authors from returning to the tests after learning. 

274-Full Professor-Archival 

Results often help to identify interactions or moderating effects.  Information about either can be very 

helpful in further development of theory, but this information should be presented as exploratory rather 

than as if it were a pre-specified hypothesis 

279-Full Professor-Archival 

Research is only going to be published if significant results are found. This discretion gets researched 

published.  One thing not brought up is when results are found in the opposite direction and then 

suppressed.This is particularly damaging to knowledge acquisition. The reason for doing this is that 
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some reviewers will throw the whole study away with the reasoning that if the results contradict prior 

studies, even for some of the control variables, this is evidence that the researchers "did something 

wrong" or "have a bad sample" 

289-Full Professor-Archival 

I believe there is an efficiency argument to deviate from ideals. It's messy to provide the original 

predictions/theory if in many cases the results are affected by unexpected factors that are hard to 

anticipate. The key is that readers understand this deviation and accept it. I personally prefer descriptive 

results followed by theory/hypotheses that are consistent with those results. But I understand the 

desire to have a linear progression in the published manuscript. it's easier to read the tables, for 

example, if the reader knows which coefficients are emphasized and which are not. 

292-Associate Professor-Archival 

Results that are not significant do not get published.  

293-Full Professor-Archival 

Instead of revising the theory, it is all too common for a large community of researchers to mine the 

data first, and then think of a theory that might explain some (spurious) correlations, see for example 

the literature on "stock price crash risk". 

294-Assistant Professor-Archival 

The reason might be in the situation where researcher's predictions or underlying theory is different 

from the economic reality, or the dataset selected.  It is necessary to reexamine the hypotheses and the 

theory. 

297-Full Professor-Surveys 

Healthy people change their mind all the times. Only under economic axioms we expect stable 

preference patterns. So, what is this all about? 
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It is extremely valuable to us to know about the first-hand experiences of researchers in these 

settings. We encourage you to share your experience with us in the space provided below. 

5-Assistant Professor-Field Experiments 

Reviewers have asked that we drop a hypothesis and the significant findings from the research paper to 

consolidate the discussion and because they felt that it was derivative of the other hypotheses.  

6-Assistant Professor-Field Experiments 

Twice I have re-collected data (once for a second experiment, another time to get more data to be able 

to run path models) where my initial scan of results showed they were worse (in certain circumstances) 

to the original data. Both times were after the [AUTHOR] fiasco. Both times I went over my data again 

and again to ensure I hadn't made a mistake, and then sat in my office with a huge pit in my stomach 

wondering what to do with my data. It would be so easy to drop a person here or there (or change a 

number) and I honestly wondered how often people do it or whether I could justify it. Both times I 

decided I was crazy to entertain those thoughts and proceeded with the data as it was. However, in both 

cases I did look for any systematic patterns in the data for a subsample of participants that might 

respond differently than another subsample. I developed a coding scheme that I could use and disclose 

to readers about who was in one group and who was in another, and tried to report results of both 

groups honestly (though with greater focus on the group that I expected to respond in line with theory). 

I also tried to apply that coding scheme blind to condition to make the "cutting" of the sample more 

systematic. 

7-Assistant Professor-Field Experiments 

Collected additional data per the request of reviewers 

 

Eliminated 2 conditions for one IV in an experiment that originally was a 2x2x2 as results in these two 

conditions were inconsistent with theory and prior literature 

10-Assistant Professor-Field Experiments 

Once I was asked by the referee to remove financial institutions from the paper without any good 

reason. I reasoned why they should stay in the paper and it was cited as one of the reasons to reject the 

paper. 

12-Assistant Professor-Field Experiments 

I have gathered additional data on a paper published in a top 6 journal where I was the primary author 

due to concerns of the reviewer/editor. Their concerns were that we had a confound in the experiment. 

We removing the confound and re-ran the experiment, first using students as proxies. I do not believe 

students were the appropriate participants for the experiment, but we were trying to avoid using 

professionals since it was just a supplemental experiment for the paper. We did not get any results from 

the students (responses were all over the board, which I believe was an indication that they did not 

really understand the instrument). We then re-ran with a small pool of professionals and got data 

consistent with our original results. In this case, I believe we footnoted the experiment with students in 

our published paper and highlighted it in our letter to the editor, but reported results from professionals 

in the body of our published paper. 

13-Full Professor-Field Experiments 

As an author: 
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-selecting measures and analyses is driven primarily by reviewers and editor direction. 

-removing observations is driven by incomplete responses and manipulation check failures. 

-gathering additional data is driven primarily by accounting firm protocols to have more than one firm 

represented. 

-reporting selected hypotheses is driven by unexpected findings, and somewhat by reviewer/editor 

direction. 

-I have (fortunately!) not had many instances where underlying theory had to be revised. When it was 

necessary, this was driven primarily by reviewer/editor direction to consider alternative explanations or 

to restate hypotheses as research questions. 

 

As a reviewer, I have generally tried to "stay within the lines" of the authors' original theoretical 

framework. As a result, I primarily suggest that authors try additional analyses of original data rather 

than collecting additional observations. Rarely do I suggest changes in hypotheses or underlying theory.   

15-Assistant Professor-Field Studies 

I refereed a paper that selectively chose whether to report one-tail or two-tail tests. The main variables 

of interest showed one-tailed p-values (and curiously were significant at the 10% level, but two-tail tests 

would not have been significant), whereas less important coefficients reported two-tailed p-values. 

 

Despite believing there is significant author discretion, I also think that the refereeing process is useful 

at mitigating some of these biases. 

17-Full Professor-Field Studies 

Conducting a group experiment where the groups worked with each other for over two months, in the 

actual experiment the technology supporting the experiment froze and participants began talking with 

group member across the room when communication was to be through technology only. Co-researcher 

wanted to comb the data to keep groups where it appeared they used the technology based on log files, 

but another co-researcher and I were vehement that we needed to toss everyone in the session which 

was the ultimate decision. There was tremendous sunk cost, but the data couldn't be considered 

reliable. [experimental] 

 

Public information highlighted that an organization's use of data analytics was highly successful in 

identifying fraud. A cross-sectional field study was undertaken, a protocol for interviews developed to 

identify success factors, and interviews started. The interviews quickly revealed that this was a story of 

how data analytics were being misused and instead shifting power in the relationship creating potential 

abuse. The theoretical lens and data collection shifted from a focus on success factors to a story of de-

professionalization, power and abuse. This also led to data collection through archival documents, legal 

briefs, and other sources to further validate the shifting story. 

18-Full Professor-Field Studies 

As a qualitative researcher, it still surprises me that we are given so much discretion vis-a-vis the 

transparency of our methodologies. However, increasing transparency, e.g. pointing out every potential 

hypothesis or dead end that emerged during the research process, would lead to articles becoming 

obiter dictae. Parsimony is often better, but there needs to be confidence that the results are accurate 

and the concluding arguments an outcome of a robust methodological process.  
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My understanding from quantatively-oriented researchers is that there is actually greater discretion for 

them to fabricate/massage results, as the scandal involving [AUTHOR], who effectively hoodwinked a 

number of well respected colleagues for several years, has shown. 

23-Full Professor-Field Studies 

Reviewer and as an editor-I saw papers presented with different predictions and different data/tests as 

a Working paper than the paper that was submitted. Also, I have seen a RQ turned in to a directional 

hypothesis  

30-Associate Professor-Field Studies 

Your questions are framed towards positivist research. I don't accept that an inductive approach is 

"exercising discretion", so i can't answer the last few questions.  

I agree, that there is a concern in positivist work. there are also concerns in my line, but none of them 

have been addressed in this survey 

31-Full Professor-Field Studies 

In field research we often write up the interesting findings and ignore the others. 

36-Assistant Professor-Field Studies 

The editors and reviewers I've had as an author have focused me on carefully explaining sample 

selection and research methods. They haven't made me feel that publication was conditional on a 

specific result. However, I've had the feeling that a paper wouldn't get published without a result or with 

only a weak result. Reviewers have pointed to weak results as knocks against the paper.  

 

Some potential collaborators have advised me to use univariate analyses to look for results and then go 

further. This could be putting the cart before the horse--an empirical-evidence-driven theory and 

hypothesis test, rather than a theoretical driven hypothesis test of empirical evidence. 

 

I have been told by multiple colleagues that a paper typically takes hundreds of hours of toying with 

model specifications to produce a publishable result. Though it's important to be able to justify the 

model selection, the necessary condition for using the model is that the model yields a result.  

37-Full Professor-Field Studies 

When I was an Editor of a scholarly journal, it at times stroke me how the results of the manuscript 

could change about 180 degrees based on the reviewer's insisting comments. In such cases, I inspected 

and compared the original submission and the resubmission extra carefully (and with suspicious feeling) 

to figure out, whether the revision made sense and was grounded or whether it just meant an 

instrumentalist attempt to please the reviewer and the Editor. 

38-Assistant Professor-Field Studies 

I have no first hand experiences of adjusting or exaggerating data, and I have never had a peer 

encourage me to do so.  I have omitted data from sources that either were not relevant to the topic of 

the paper or were not reflective of the case in general. In my own career, I left a consulting firm to get 

away from shoddy statistics and vested interests.  I enjoy holding myself to a higher standard even 

though that sometimes means not getting published as it is simply very difficult to discover something 

new.  
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40-Associate Professor-Laboratory Experiments 

On some of my papers, the editor and reviewers recommended gathering additional data to provide 

evidence that the results reported in the main experiment are robust to alternative design choices.  

41-Emeritus Professor-Laboratory Experiments 

1. Experience as a reviewer. This example seems like one in which ex post changes in a hypothesis and 

underlying theory were (probably??) okay, though normally they aren't. This was a fairly interesting 

study with good data, but theory wasn't the authors' strong point. Neither the other reviewer nor I 

could make any sense whatever of the motivation of one of the hypotheses in the paper: the reasoning 

seemed in part logically contradictory and in part unrelated to the prediction. In the revised version of 

the paper the authors dropped the H. (I think the results for this H weren't great, but I couldn't swear to 

it.) This seems to me different from dropping a H that is prima facie plausible but simply not supported 

by the data. (Of course if we say this is okay we have a slippery-slope potential here, with authors 

saying, "Now that I look at this hypothesis [after the data collection!] I'm no longer convinced that the 

logic of the motivation is everything it should be ...." even for motivations that are, shall we say, no 

worse than the average.) 

      In the same paper there was a hypothesis with what both the other reviewer and I thought was a 

weak and incomplete motivation--not nonsensical, but missing some pieces. In the revisions, the 

authors went back to the drawing board and brought in new theory to fill in the gaps in the argument. 

This is sort of an ex post change in theory, but also sort of not. 

 

2. Maybe this is just me dithering, but sometimes in my own papers I have had issues that I believed had 

to be left undecided. For example, before we gather the data, sometimes I don't think I can say with 

confidence that one of two alternative theories is more likely than the other, given the current state of 

the relevant theory. Or, after we gather the data, I don't think I can say with confidence that this little 

cluster of outliers should or should not be deleted from the data set:  under the circumstances, there 

are arguments both ways, and they aren't decisive, so I explain why and show the results both ways. 

This has not been terrifically popular in the editorial process. ("Pick your story and stick to it!")   I agree 

that if we knew as much as ideally we ought to know, we could resolve these questions. But we don't 

always know that much, and when we don't, it's fatuous to pretend we do. 

43-Assistant Professor-Laboratory Experiments 

From the perspective of an author, our data collections are always motivated by strong theory, and then 

we text the theory with our data.  We don't known what is going to happen until the data is collected 

and analyzed.  If the results differ from what we expected, our burning question is "why."  If the pattern 

of results are more appropriately aligned with another theory, we will consider using the alternative 

theory, especially if it enables readers to better understand the results. When deciding to change the 

theory, we will ensure, however, that there is a collection of other related works which provides comfort 

that the application is consistent with other research.  This adds credibility to our particular application. 

44-Assistant Professor-Laboratory Experiments 

I mentioned some of these in prior responses, but here goes: 

 

1. In instrument development, I've seen as a reviewer and used as a researcher widespread use of 

multiple potential dependent measures used, and then coauthor teams use only the measures that 

worked. If prompted to mention it, there is usually some ex post justification made about why a 
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particular dependent measure wasn't as good as the ones that worked. 

2. I've been given direct advice by a colleague to pilot the hell out of my dissertation until I could find 

the results I'm looking for. "Even if it takes 10-20 times...Turks are cheap." 

3. In a workshop last week, a colleague of mine explicitly recommended the presenter remove a key 

robustness test because results were not stellar. "What does it give you? It just gives you problems to 

have that in the paper. I mean, that isn't even close to significant...wait until a reviewer asks for it." 

4. I have reviewed a paper that had a theory predicting an interaction, but hypotheses that merely 

predicted two main effects. The hypotheses matched the results. Both reviewers on that paper brought 

up the stench of HARKing in the paper. 

5. In a published paper, we had a manipulation that did not work. We provided a summary of results in a 

footnote and collapsed our dataset to ignore that manipulation entirely in order to not detract from the 

primary results of our paper (we didn't remove observations, but removed our analysis of that 

manipulation since it turned up nothing). However, to save space, we also removed the discussion, 

theory, and hypotheses relating to those conditions. The reviewer guided us in that process, but it was 

used in an effort to direct the focus of the study to our primary findings. We provided the (non)results to 

the reviewer. 

6. I have helped coauthor teams providing feedback in which they planned on making one final data 

collection attempt, but were more than willing to call it a "pilot" when they didn't get the results they 

were looking for. Pilot tests, to my knowledge, are never reported. 

7. I know a colleague who ran 6 pilot tests on M-Turk with very little variation in the instrument design 

across the tests. On the 7th test, the results came through, and those were the ones reported in the 

paper that was eventually published. 

8. I have been told directly by a reviewer to remove discussion of an entire experiment that had weak 

results because it didn't strengthen the belief-revision quality of the paper. 

47-Full Professor-Laboratory Experiments 

As a reviewer, I have often observed other reviewers suggesting authors to take out, add, or change 

hypotheses. 

48-Associate Professor-Laboratory Experiments 

I have seen most of these situations.  I will share one that bothers me to this day. 

 

I reported an unsupported hypothesis in a submission (significant in the opposite direction) and shared 

an alternative theory that could have predicted the results.  I had reviewers at two different journals 

imply that I should modify my theory and consider the hypothesis supported.  They were very cautious 

in their wording and I do believe their intent was to improve the contribution, but the fact that 

reviewers would suggest this boggled my mind.   

51-Assistant Professor-Laboratory Experiments 

A good example of me as an author is that I think it important to show when hypotheses are supported 

but also when they are NOT supported.  So, I write the papers as originally predicted and more often 

than, some hypotheses do not work out. Reviewers and editors sometimes push back and ask to remove 

the non-significant results, or reject the paper, claiming insufficient support for all hypotheses (despite 

some having support). There seems to be a tone that if a hypothesis didn't work, methods must have 

been incorrect and that indicates sloppy work.   
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54-Full Professor-Laboratory Experiments 

I have deleted observations of auditors that do not have significant experience in the industry of interest 

for the study (e.g., commercial clients, financial services clients) a number of times. I report results with 

those that fail manipulation checks included and excluded. I have strengthened manipulations following 

a failed weak manipulation and not reported the first pilot.  When the number of promised 

professionals do not complete the study, I have gone back to the firm the next season and asked for 

more participants. 

58-Full Professor-Laboratory Experiments 

I recently collected data using M-Turk online workers. Every sample produced different results. I finally 

gave up and plan to use an alternative sample.  

 

I have occasionally deleted outliers, but always reported it.  

61-Full Professor-Laboratory Experiments 

I have an unpublished working paper that I am still trying to find a good home that has experienced 

some degree much of what you describe above. This paper was originally targeted to look at how 

changes the environment in a market would affect one player's choices in that market.  We found that 

other players strongly influenced that players choices. While that was not our main area of interest, we 

have been forced to try to explain that secondary players choices.  This push has lead us to run more 

treatments, drop some treatments that created confusion do to differences in parameters, etc. and to 

change some of our hypotheses focus.  In various iterations, we have tried to go back to our core 

interest, but referees are drawn to what appears to them to be an unexpected finding with respect to 

this secondary player.  I admit is it frustrating, because we did not design the experiment to address this 

secondary player, yet the player does influence the primary player, and the referees will not let it go.  

We will and are planning to look at that secondary players motivations, and behavior in a new design, 

but I worry that when we move the focus no one will think it is important.   

If I step back from this experience, the main driver of these behaviors is the publication process.  That 

will not surprise you.  What I find difficult as an author is how often I am required to provide a complete 

explanation/theory for all that I see in a given experiment.  And in most cases there is some part of it, 

usually a secondary or third  part that I do not understand, and would need a new experiment to focus 

upon.  I worry that without publishing results along the path toward full understanding, my junior 

colleagues will perish out of the profession before they can formulate the full result. 

66-Full Professor-Laboratory Experiments 

I have been asked as an author and I have asked as an Associate Editor to gather additional data. In 

some cases this was to clarify a reported finding (test a possible confound in a manipulation) and in 

some cases to try to strengthen the results. 

69-Full Professor-Laboratory Experiments 

You should be focusing on referees' power to compel authors' to present a paper (hypotheses, sample 

analyzed, etc) that meets the referees' taste. Authors often want to present the good, bad and ugly. 

Referees want to see only what they consider to be good. Often it is not that good. 

71-Full Professor-Laboratory Experiments 

I occasionally review papers that appear to have been reverse-engineered to fit their data. I think this is 

pretty obvious to the reader. I have eliminated hypotheses that are not supported from my manuscripts, 
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and while I recognize there is a growing movement to not do this, I don't believe the accounting 

research community is quite mature enough for this to work. Reviewers and editors don't look past 

unsupported hypothesis to the value provided by either remaining supported hypotheses or by the fact 

that an hypothesis isn't supported. I have had reviewers and editors tell me to change the direction of 

my hypothesis. 

75-Associate Professor-Laboratory Experiments 

As an author, every time I have submitted empirical work, I've had a suggestion to change the 

hypotheses, the analyses, the data, and or the measures. (Maybe I'm just not that good at writing 

research.) 

 

Frequently reviewers seem to think reviewing is their opportunity to turn my research into their 

research. They often don't seem to review the paper on its own terms for internal or external validity, 

but rather seem to take it as an opportunity to make it say what they want it to say. 

 

The discretion of reviewers, then, seems to be at least as big an issue as the discretion of authors. 

 

I also find it frustrating how many times I, an accounting professor and researcher, am told by reviewers 

that the work I do "isn't accounting." This discretion to define the field differently from how researchers 

in the field choose to define it is probably a bigger deal than changing individual papers. It keeps many 

questions out of the literature that might impact accounting or other related fields. 

76-Assistant Professor-Laboratory Experiments 

I have had occasion to use discretion with regards to most of the above examples. When this was done, 

all prior hypotheses, predictions, data, etc. was transparently reported as part of the paper in the 

footnotes or within the body of the paper. Although I have had to refine the theory and hypotheses 

within my paper, I have not reformulated or changed the hypotheses to conform to the results. Any data 

that was omitted or hypotheses that are eliminated where only changed with disclosure in the paper 

and for removed data, with supplemental testing to ensure the reported results were robust to the 

eliminated data. In addition, the observations that were removed were always removed due to 

incomplete data collection and not due to any outlier issues. 

78-Associate Professor-Laboratory Experiments 

I have seen recently a number of research projects like this one, addressing unscientific behavior in 

doing research. There must be good reasons for doing such studies. I cannot be sure that I know for sure 

someone was actually doing these things.  

80-Full Professor-Laboratory Experiments 

I have had experiences with an honest two-tailed ex ante prediction and have been asked by reviewers 

to predict the effect actually observed. 

82-Full Professor-Laboratory Experiments 

Researchers sometimes collect multiple dependent variables but analyze and report those which are 

favorable. 

 

There is an obvious bias against null results papers.  Researchers may abandon early stage research 

when initial evidence is weak.  
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What defines a pilot test?  When an instrument has been vetted and initial results are disappointing, 

researchers may make changes to the instrument to improve the results and call the disappointing 

results a pilot test which never get reported.  However, if the initial results are favorable, the data 

collection would not be called a pilot test. 

84-Full Professor-Laboratory Experiments 

I was serving as a reviewer for a paper at a top journal, and the original manuscript submitted by the 

authors had found conflicting results relating to the theory they had proposed--in other words, some of 

the results were consistent with expectations derived from the theory while others were contrary. The 

other reviewer suggested that the authors consider a different theory that was, frankly, a better fit for 

the situation and that explained the pattern of results very well--far better than the theory proposed by 

the authors. The question immediately arose as to whether it would be ethical and proper for the 

authors to rewrite the manuscript with the new theory in place of the old. This was a difficult situation 

because it was clear the authors had chosen a theory that didn't fit the situation very well, and had they 

been aware (or had thought of) the alternate theory suggested by the other reviewer, they would have 

been well advised on an a priori basis to select it instead of the one they went with, but I had concerns 

about a wholesale replacement of a theory after data had been collected to test a different theory. On 

the other hand, the instrument used in collecting the data actually constituted a reasonably adequate 

way to test the alternate theory, except, of course that it wasn't specifically designed to differentiate 

between the two. I don't recall exactly how the situation was resolved as it was a number of years ago, 

but my recollection is that the paper was published after some additional data was collected that 

pointed to the alternate theory. 

85-Full Professor-Laboratory Experiments 

As a doctoral student, I ran a 2x2x2 design on one of my studies. The 2x2 of primary interest worked 

well in one level of the last variable but not at all in the other level. I was advised by my dissertation 

committee not to report the results for participants in the one level of that factor that "didn't work" 

because that level of the factor was not theoretically very important and the results would be easier to 

explain and essentially more informative. As a result, I ended up reporting only the 2x2 of primary 

interest with participants from the level of the third variable where the 2x2 held up. To this day, I still 

feel a little uncomfortable about that decision, although I understood the rationale and thought it made 

sense.  

86-Assistant Professor-Laboratory Experiments 

As an author I frequently include dependent and control variables in experiments in case we need to 

statistically control for them or to potentially pre-empt review concerns. However, if the variables are 

not significantly affected, or if the issues we were anticipating didn't arise in the review process, we 

frequently omit the results for these variables from the write-up (but they are still apparent in the 

instrument that goes to reviewers). NOT omitting them from the write-up would often simply add 

unnecessary length and muddy contributions and distract from the important main findings. 

90-Full Professor-Laboratory Experiments 

As a reviewer I recently read a paper where the authors had dropped several participants classified as 

"outliers" based on responses to a 7-point Likert scale. The authors, in a footnote, indicated that results 

including these "outliers" were weaker and one of the three predictions was not supported. My review 
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comment was quite simple, along the lines of "How can any response on 7-point scale be considered an 

outlier?"  

 

As an editor I handled a paper where the authors reported results from a 2 x 2 experiment that was part 

of a 2 x 2 x 2 design. The authors were quite forthright in disclosing that results for the additional 

manipulation did not support their predictions so they felt that to better 'focus' the paper they would 

only report predictions and findings for the 2 x 2 portion of the design. 

96-Full Professor-Laboratory Experiments 

I recently reviewed a paper where i suggested that the author had actually found the exact opposite of 

what was hypothesized, which I thought was also interesting. I suggested predicting in advance that 

either of two things could have happened based on the two possible ex ante theories. Therefore, I 

suggested that in the rewrite the author not use planned comparisons. The editor told the author she 

did not share my concern about the use of planned comparisons and that after the author changed the 

predictions it would be fine to use one-tailed tests and contrasts. 

 

I published a paper in which I had a research question for which I believed there was theory to predict 

that either of two things could have occurred (let's call them a normative response and a biased 

response). We found evidence consistent with the biased response. The editor asked us to remove the 

description of what could have happened and just predict what did happen in order to streamline the 

paper. I said I wasn't comfortable doing that because I couldn't have known in advance that we would 

not get the normative response. The editor and I talked about it and the editor finally agreed that we 

could include a very short description of why the opposite result could have been predicted to occur. I 

feel very sure that if we had not found the biased result we would not have been able to publish the 

paper. Indeed, when I presented the apper in a workshop, an editor was in the room and said, "lucky 

you found the bias -- the normative result wouldn't be that interesting." This tells me there is a lot of 

bias in the publication process. I do not believe we are seeing a representative example of the research 

questions people investigated. 

 

In reporting my own results, I have personally used a variable that "worked" and discarded another that 

did not work, just mentioning the variable that did not work in a footnote and downplaying it in the 

presentation of my results. I try to convince myself about the good reasons why the other variable did 

not get results, but of course I know in my heart that if it had gotten results I would have presented 

them. 

 

I have a paper in which throwing out the failed manipulation check participants changes the results. In 

looking for how to present this, I cannot find an example because almost every published paper reports 

that their inferential results remain unchanged regardless of the approach they use. I scratch my head 

on this one. Everyone gets the same results with and without failed manipulation individuals included -- 

why? 

 

I struggle more with the theory question. If there is a great theory that absolutely predicts what I have 

found but I hadn't thought of it or known about it before, shouldn't I use it once I discover it? I think that 

is actually a good thing to do. However, I question whether one-tailed t-tests are appropriate in this 

circumstance. This discretion does not seem as clear to me as some of the other questions. But the 
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clairvoyance required to publish a paper in accounting is very upsetting. 

 

I am going to throw this out there: I actually think [AUTHOR] changed people's expectations as 

researchers and editors. He worked with so many people who came to believe that smart people could 

predict in advance how things would turn out (because they could when they worked with him). So, 

there became no place for research questions or for predicting alternative hypotheses. If in addition to 

this outright fraud, there is also distortion of reporting theory, hypotheses, and results after the fact I 

think it keeps us from being honest with ourselves as a profession and is ruining what we do and can 

learn from our research. I am not sure that our editors are always encouraging true science. While the 

[JOURNAL] conference was a step in the right direction, shouldn't we be alarmed at how many ex ante 

predictions were not confirmed -- what does that tell us? Yet, I hear there were many at the conference 

that thought these studies weren't as good as people initially thought. I think our profession is "blind" to 

the true problem we face. Re-training reviewers and editors would be a good place to start. 

97-Assistant Professor-Laboratory Experiments 

I personally have never deleted observations or selected additional data after observing initial results.  

Nor have I changed the direction of a prediction.  Naturally I have refined the wording of a prediction 

but these refinements are consistent with the initial theory.  I have chosen not to report hypotheses 

that didn't work but that is because of the publishing environment (i.e., no one is interested in a very 

long paper with some unsupported predictions).  I think that the vast majority of discretion I've used is 

to make the paper more understandable because a sizeable percentage of reviewers are just not very 

sophisticated.  Hence, I have to spoon feed them everything.   

98-Assistant Professor-Laboratory Experiments 

I have been advised by a reviewer and journal editor to not report an experimental condition (there 

were two levels of a second variable in this condition, so two subsamples), because the hypothesis was 

not supported and the a priori theory for the hypothesis was "too complicated." 

 

Regarding reporting measures, I believe the majority of instances in the review process have involved a 

reviewer and sometimes an editor requesting that I report some unreported measure and/or not report 

a measure that is in the paper. 

99-Full Professor-Laboratory Experiments 

I've had first-hand experience where a relatively complex design (leading to relatively challenging to 

explain results) was pruned at the request of the reviewers/editor. I believe it led to a more digestible 

and impactful piece of research, but clearly discretion was used. As part of the author team, we went 

along with the reviewer/editor request. I should point out that earlier versions of the work remain in 

circulation as working papers, so nothing is truly hidden. 

100-Assistant Professor-Laboratory Experiments 

My only comment is that I spent years as a doc student chasing results described in a study that I now 

believe to be 'over-specified'.  I believe the paper reported results that were produced from the design it 

describes.  However, the paper characterized its results as generalizing to higher-order constructs where 

the results (I now know) do not generalize - that is, the paper is internally but not externally valid.  I wish 

I could have those years back - it was a steep price to pay for that lesson. 
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101-Associate Professor-Laboratory Experiments 

I have been told on several occasions that it is OK to change theory and hypotheses if you feel that it is 

what the data is saying and you have theory to support it.  

 

I feel like the average accounting review has very little tolerance for imperfect results. JDM researchers, 

in particular, seem to have very little tolerance for any deviation of actual results from hypothesized 

results; if the prediction graph of means does not match the actual graph of means then the paper 

should be rejected. I think reviewers tend to review papers heuristically, as if they have a checklist of 

research "sins", and they tick these off as they find them. If the total number of checkmarks is above a 

certain threshold, the paper is rejected. Weak results, p values above 0.05 or 0.10, failed hypotheses, 

etc. all lead to reviewer demerits. These demerits are then not weighed against the overall contribution 

of the research. 

 

I was once a reviewer for the same paper at multiple difference journals. The authors appeared to 

intentionally selectively present results from multiple experiments, over time in the review process. That 

is, results and whole experiments would appear and disappear between submissions to different 

journals, and, obviously, parts of the paper's message would change as well.  

103-Associate Professor-Laboratory Experiments 

In a recent study that I and my co-authors are conducting on Amazon Turk, we observed that the data 

that we collected was noisier than what we are normally accustomed to (i.e., the standard deviations 

were larger than what we expected based on an earlier pilot study using non-Amazon Turk participants). 

The direction of the results were consistent but the p value was marginally significant. So, we went back 

to collect more data to increase the sample size.  

 

As an editor and reviewer, I have also on multiple occasions noticed that the theories that the authors 

used were not appropriate. In such scenarios, the advice given to the authors would be to reconsider 

their theory.   

107-Full Professor-Other Methodology 

As a referee of simulation-based work, I have surely asked authors to focus on a selected set of core 

results so that there would be take-aways of the paper that stick with the reader, rather than just doing 

a data dump of all the variables that were simulated. 

109-Full Professor-Other Methodology 

I submitted a paper that looked at patterns of student behavior at three institutions.  The reviewers and 

editor said that we had bias because of three different sites; we thought we had more generalizability.  

We were forced to drop two-thirds of our sample to get the paper published.  This was a case of the 

review team forcing us to be selective.  We would have gladly presented the slightly muddier results, 

but were told that was not as "scientific" to have multiple sites.  I was flummoxed by it all, but went 

along.  My co-authors were junior and needed a publication and the results were there in the smaller 

sample. 

110-Associate Professor-Other Methodology 

On virtually every research paper I have participated in: 
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1. the manuscript length constraints have forced me/co-authors to  

-reduce the coverage of subsamples in the final draft 

-reduce the number of hypotheses, which often (but not always) meant that the ones that were not 

significant, or were more of a "stretch" were eliminated in favor of the others for which had a stronger 

story 

 

2. reviewer "advice" reshapes the paper, as you have to ditch what you think is important to make room 

for what they think is important.  Sometimes they are correct, but sometimes they have an agenda that 

has nothing to do with the quality of the research findings.  However, if you want it published, you don't 

really have a choice but to comply.    

111-Full Professor-Other Methodology 

This was a study where researchers conducted a factor analysis for the individual instruments rather 

than for the full set of instruments. Of course when I asked to conduct this analyses there was not much 

left in the study that was of interest.    

114-Associate Professor-Other Methodology 

The most egregious case I encountered as a reviewer was revising hypotheses to match the results of a 

multivariate statistical method.  I say egregious because two of the hypotheses contracted each other.  

This method is called contrast coding ANOVA in accounting, but in psychology where it was used first, it 

is known as planned comparisons. As the name planned comparisons suggests, this is not supposed to 

be used as a post-hoc test, but I doubt that accounting doctoral programs emphasize this point enough.  

Calling it planned comparisons would be a start.  An excellent example of using this method correctly in 

accounting research is [PAPER].  (I was not associated with that paper.) 

115-Assistant Professor-Archival 

I have very little first-hand experience in this regard.  

119-Assistant Professor-Archival 

I don't have an issue with gathering more data. The more data, the merrier. My concern is when 

researchers exclude data that makes results weaker or makes results disappear. I want to know where 

this effect is, where it is not, where it is stronger/weaker, etc. It's not a problem in my mind if results do 

not hold for a subset of the population; that's how data goes. It's a problem when researchers try to 

hide that from others. 

122-Assistant Professor-Archival 

As an author, I think we have all been in the situation in which only some of our initial tests work. There 

is certainly a bias that when the initial tests do not work that we search for different specifications that 

provide results consistent with our hypotheses. However, when the opposite occurs, that is the initial 

specification works, we are not as quick to make sure it is robust to all sorts of alternative specifications. 

I have been involved with projects involving pretty much all of the forms of discretion asked about in 

this study. However, I do try and at least anticipate reviewer concerns and discuss alternative 

specifications, subsamples, etc. in a robustness section and/or footnotes. 

123-Doctoral Student-Archival 

I'll just share one absurd example but note that I've had several first hand experiences with these 

settings, most of which likely reduced research quality.  
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An assistant professor and PhD student were doing some regression analyses together that were not 

turning out as desired. The professor told the PhD student to replace the log of market capitalization 

with raw market capitalization, which is a highly unusual way to calculate size. The results turned out 

favorable in this specification. They were later pressed on this unusual choice so the final (now 

published) version includes the log of total assets, which is certainly one measure of size but not the 

most common one, or the one that fit best conceptually with the research question (about cost of 

equity), or the first one they tried. So now many people will believe a regression that doesn't work 

under a slightly different (and more common) measure of size. 

127-Full Professor-Archival 

As an author on a cross-country archival study, we had one country whose results, inexplicably, differed 

materially from our expectations and from the other countries in the sample.  We included it in our 

study, and also reported our explorations of various potential reasons for the observed difference.  One 

reviewer suggested that removing that country from the study would improve the focus.  We disagreed, 

and did not remove it.  Ultimately, we were not successful in publishing in that journal (though perhaps 

not for that reason).   

131-Full Professor-Archival 

Related to the last two questions that were asked in the survey, I have NEVER had a reviewer or editor 

ask me to "hide" an analysis (or change a measurement choice) because they thought it would increase 

citations or be more appealing.  I have had reviewers ask for certain analyses, and I have asked for some.  

Authors typically respond by either including the requested analysis in the paper (if in fact it turns out to 

be relevant) or by including it in the response document and adding a quick notation in the text if other 

readers might also be curious about those findings.   

 

I did have one set of authors refuse to provide the analysis I wanted.  In the first response document, 

they gave a bad explanation for why that test wasn't necessary.  When I asked again, they came up with 

a different analysis that they said was "similar" to the one I was asking for and should alleviate my 

concern.  When I demanded in the third round that they produce the test I wanted to see, their main 

result went away.  They stated that they were willing to put that in an internet appendix. 

 

One of my biggest pet peeves as a reviewer is ad hoc model estimation.  Most people run reduced form 

models, and in that sense control variable selection will always be ad hoc.  At the same time, most 

researchers are modeling a dependent variable about which we have some evidence.  I would like to see 

authors do a much more thorough review of the literature related to a phenomenon so they can at least 

consider (and hopefully address) rival explanations for findings. 

133-Assistant Professor-Archival 

I was once asked to test an idea. I reported that there was no valid findings. The rest of the authors 

interpreted it as me signing off the project and moved on. I honestly believe there was no results worthy 

of documenting, but some people seem to think one just has to try harder.  

138-Archival 

I once threw out an outlier from compustat data. It turned out the form 10 k was submitted incorrectly 

(fortune 500 company) and the data base picked up the data without recognizing the data was off by a 
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factor of 1,000. I have spotted other errors in various databases. 

 

Of course there are many papers published using dubious, incomplete, or sketchy data bases. 

141-Full Professor-Archival 

During the review process I am often asked by referees and Editors to re-run tests with different 

empirical proxies, to remove analyses s/he considered unimportant, or to focus on and elevate the 

importance of analyses that my co-authors and I originally viewed as supplemental. 

 

As a referee I have asked authors to expand their original sample to include more recent years.  I 

typically make this request to increase the power and generalizability of the empirical tests. 

142-Assistant Professor-Archival 

As a PhD student, I was informally told that p hacking is a common practice. My continued impression of 

accounting research is that the first goal is to get published, with the second goal, much lower down in 

order of importance, is to seek out the truth or report new insights. In my experience, it is common 

practice to throw in a bunch of variables and keep trying until something works. Sometimes, this 

increases accuracy and reliability, but more often than not, it suggests spurious correlations. 

145-Full Professor-Archival 

My first-hand experience is that I have never done any of the six bullet points listed above, and I have 

suffered the consequences of papers rejected because I had one of five measurement approaches not 

work out and because I found no results on the umpteenth partition of my sample. If I don't report a 

test result or hypothesis, it is because sometimes, I am told by referees and editors to remove certain 

tests and eliminate certain hypotheses. Sometimes, I report tests that did not work and argue that I 

should not have to do them and report them. Sometimes, the referees and editors agree with me and 

the results do not make the final published version. 

147-Assistant Professor-Archival 

As an author, the discretion is used to increase the quality of the work. In order to do so, I try to be as 

transparant as possible about he discretion I used, either in the main text, or in footnotes and the 

appendix. I necessary, I will include an online-appendix. 

 

As a reviewer, I have asked for more transparancy for the methodology choices that were made if it as 

unclear to me. Most of the time, I find authors to be forthcoming on their discretion. 

150-Full Professor-Archival 

Very rarely is not none - which I would have chosen. Again, the survey needs work. You cover some of 

the topics of relevance but not all. [PAPER] argues this is all endogenous because editors want citations 

and citations come from papers with positive results. 

 

Your survey has far too many "words"; some of the questions are leading; some of the choices are not 

available; not every question has a comment section; .... 

151-Associate Professor-Archival 

For a long time, I have been trying to replicate a certain highly-cited and highly-influential paper. Ideally, 

a paper can be replicated based on the description of sample selection, methodology, and other 
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empirical choices that appear in the paper. I, several colleagues and Ph.D. students have not been able 

to replicate the results in that paper.  

 

After going through a variety of empirical choices the author(s) could have taken, we managed to find 

what the sample selection algorithm was. This algorithm was not disclosed in the paper and we had to 

"guess" it. The sample selection demonstrated a lack of understanding by the original authors(s) of the 

data, and/or deliberate and strategic exclusion of observations.  

152-Associate Professor-Archival 

You will probably attribute this to some kind of self-reporting bias, but I honestly do care about 

understanding the phenomena that I study.  So I do exercise discretion in dropping, e.g., financial firms 

when they don't fit, influential observations when I have a small sample, winsorization to avoid data 

errors when pulling from databases, etc.  But I *report* these design choices and support them where 

appropriate (e.g., explaining why financial institutions don't conform to the sample, why the global crisis 

period was unusual and should be dropped from some analyses, etc.).  Further, I report spec checks 

where these design choices are not clear cut so that readers don't think that I'm making them in order 

to generate desired results that are not otherwise present in the data.  Similarly, some ideas (or 

"hypotheses") that one had at the start of a project might turn out to not be proven by the data *for 

good reason* (e.g., empirical proxies are weak, or perhaps the idea wasn't fully thought through), so I 

don't feel a responsibility to include formal hypotheses related to these.  However, if it was a good idea 

and reasonable measures are available, then I will typically footnote that we looked at it (still without 

including it as a formal hypothesis) because it's the kind of thing that I think will come to readers' minds 

and I want to satisfy their curiosity that we've checked it.  Only if it's central to the "package" of the 

investigation would I include as a hypothesis even if results do not support it.  I do think this advances 

our knowledge.  Again, I think there is a lot of subjectivity in research design, so I'm all about disclosure 

of my choices and reporting checks where the choices are not clear-cut so that readers appreciate that 

I'm not making them opportunistically.  This might be why I haven't publish 20+ "A" papers, but have 

only about 8 that I consider to be really good and solid... 

156-Associate Professor-Archival 

Reviewers have suggested alternate measures, especially if the measures have been previously used in 

prior research. Often the paper will include information that multiple proxies for a construct were used 

and results with an indication of the impact of different measures on the results. 

 

Reviewers have requested a different analysis technique. While the final paper doesn't always include all 

analyses, reviewers have results from each methodology. 

 

I have never had a reviewer ask for additional observations, or a change in hypotheses. However, 

reviewers have asked for clearer support for a hypothesis. 

157-Assistant Professor-Archival 

I had a paper that spent a lot of time in the review process, and at one point the reviewer requested 

that we update the sample. Frankly, it was scary to re-run the analyses in the new sample in case they 

no longer worked. They worked, but regardless, this really is a good practice - publication unfortunately 

takes so long, we're always looking at very old information.  
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Regarding the reporting of hypotheses, I think virtually everyone has the same experience with their 

dissertation. They come up with seven loosely connected hypotheses (three in my case) and start trying 

to look at all of them and write up the dissertation. For many reasons, this is doomed to fail and 

generally the dissertation is cut to a more cohesive, manageable document. 

164-Assistant Professor-Archival 

I've had first hand experience with this as a reviewer.  I was reviewing a very related paper to a working 

paper of my own and given my knowledge of the data and empirical specifications in this context it was 

clear the authors had cherry-picked their results.  Moreover, the sample description was not very clear 

and the authors had a relatively reduced sample (to what I know the data should be with a few simple 

selection criteria) so I also imagine that discretion was used in sample selection to ensure certain tests 

worked.  This did not sit well with me and I felt that author discretion in this situation clearly overstated 

results and was misleading.  

169-Assistant Professor-Archival 

I think every archival research study faces these forms of discretion throughout the study's life cycle. It's 

simply pervasive, and part of navigating the research landscape. We all have choices to make, and some 

of us make those choices for more benign reasons than others. So every paper I've worked on, or 

reviewed, is a first-hand experience with these choices. 

 

I think the most challenging aspect is in co-authored teams deciding what samples, results or 

hypotheses to report that did not "work". A fine line can exist between quality and overstating, and 

coming to consensus in the group is not easy. 

 

As an author, I have a recently accepted paper where we combined various sources of data and used a 

combination of parametric and non-parametric techniques. We tried to be as forthcoming with the data 

as possible, and even report the results that didn't work out so well. In the end, we had more tests and 

results than we needed for our main question, and had to make choices about what to keep. Not 

surprisingly, between our co-authored team, the editor and the referees, we tended to land on the 

results that had statistical significance. We also carved out a piece, with less clear findings, for another 

potential study to allow us to focus on our main message. Even in this study, where the choices seemed 

benign, there were a number of fine lines. No question, we did feel pressure to conform to the use of 

discretion to support results. My rose-colored glasses might remember our choices as more about 

quality than overstatement, but a more objective observer may feel differently; hopefully we were as 

fair, honest and objective as I remember. 

 

(Note: in case you're tracking time of completion, and are permitted to adjust time, I had to take a 55 

minute call in the middle of completing the survey.)   

171-Full Professor-Archival 

I often share an experience with doctoral students to emphasize the importance of personal integrity 

and the fragility of empirical results. Back in the days when archival data was often collected by hand, 

entered into a spreadsheet, and then imported into SAS, I had an interesting experience. I had been 

running analyses in a system of three simultaneous equations. Thus, the results across the three models 

was highly influenced by what was happening in the other models. I had to re-import the data after 

completing hand collection. The first time I ran the system of simultaneous equations, the results turned 
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out PERFECTLY! All of the predicted signs were exactly as expected and highly significant. I was about to 

start rejoicing on the extreme likelihood of publication in a top-tier journal when my skeptical nature 

kicked in. It was just too good to be true. I decided to go back and re-examine the imported data to 

ensure its accuracy. When I went through the data, I found a single observation that had imported into 

SAS with the decimal place shifted over by two. When I corrected that one observation, the results were 

still good, but not "perfect." At that moment, I knew that no other person in the world knew about this 

error but me. However, I also knew as a young assistant professor that I didn't want to go through my 

career knowing that my results were not "true" and with the concern that someone might someday try 

to replicate my results. Granted, it would be very hard to hand collect this same dataset, but I didn't 

want to be dishonest in anyway. I've always been grateful that I discovered that single observation that 

caused my results to look "perfect" when they really weren't. The paper was eventually published in 

AOS, so it was still a good outcome. 

174-Full Professor-Archival 

Collection of additional data is not uncommon in response to reviewers' comments.  So too is not 

reporting some results of subsamples. 

175-Full Professor-Archival 

No clear instances come to mind. My feeling is it is largely an unconscious process in the archival areas 

in which I work where the development of hypotheses and testing them against data often go hand in 

hand. I may be wrong, but my conversations with researchers in other fields, including the physical 

sciences, suggests this is probably unavoidable in fields where observational data are used -- particularly 

if the theories being tested are often ad hoc in character. It has probably become more commonplace in 

my lifetime because of the growth in computational power that has enabled researchers to run 

regressions at the drop of a hat. We go through a dance where we pretend that samples are drawn from 

some imaginary statistical generating process, whereas in practice we usually are working will the whole 

population. I don't think there is necessarily any great harm done, as long as readers accept that the 

results might not persist in another setting or time period. 

176-Associate Professor-Archival 

There have been times when I a priori thought about a solution in the data and after seeing the results 

learned something new from the data. Of course, this led to more investigation and triangulation with 

other additional analyses. 

179-Assistant Professor-Archival 

More relevant control variables are used when the p-values are not strong.  

181-Associate Professor-Archival 

I've experienced instances where the reviewer requested us to revise the underlying theory for our 

results even though that theory is used widely in explaining similar phenomena outside of accounting.  

183-Full Professor-Archival 

I have had experience with removing extreme observations. When I do it, I use objective ways, for 

instance, remove 0.5% of observations based on size, or remove observations with share price of less 

than $1. I report in a footnote the effect of this outlier removal.   
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185-Full Professor-Archival 

It happened a few times but I remember one published paper in a top journal for which the coefficient 

sign flipped completely between the working paper (unpublished) version and the published version, 

with the latest coefficient sign fitting the journal`s editorial policy and preferred theoretical perspective. 

188-Full Professor-Archival 

'- "We had no results until we 'realised' we should control for Z. Once we 'controlled for' Z, we found the 

results we were looking for." 

 

Very common discussion: 

- "Given your hypothesis is H, wouldn't the logical thing be to look at Y_1?" "Oh, I did that and didn't get 

results. So I'm using Y_237 instead; I get results with Y_237!" 

 

The dominant paradigm in accounting research today is compilation of datasets, followed by low-tech 

searches for Ys and Xs that are "robustly" correlated. Then hypotheses are developed, papers 

"positioned" and so on. It would be more efficient to hire a small team of data scientists and some text 

summarisation software to replace about 80% of accounting researchers. 

190-Assistant Professor-Archival 

In general, it should be assumed that when an empirical study is presented/submitted/published that 

the methods chosen are to maximize the results, whatever they are. 

 

With all the methods available such as OLS, robust regression, rank regression, winsorization levels, etc. 

it is up the reviewer and editor to ensure that the results are "true" and dependent upon the exact 

method.   

 

However, it is not uncommon to hear from a co-author, advisor, or seminar participant suggest a change 

in method to achieve an end.  In addition, I've reviewed numerous papers where certain industries or 

sub-samples are removed for no good reason other than someone did it.  Finally, I have at times been 

pressured to include two-sided hypotheses into my papers simply because the results are, at first glance, 

surprising.  Thus, I have been instructed to hypothesize effects after observing the results even if I think 

only one side of the hypothesis truly makes sense. 

191-Assistant Professor-Archival 

My experience was as an author. The prior literature presented several measurement and testing 

methods, with reasonable arguments for each. We ran all potential combinations, and presented the 

measurement & method  with the strongest results. Weaker results were either omitted completely or 

described in the robusteness section as "generally consistent" with tabulated findings.  

192-Associate Professor-Archival 

In almost all the papers I have published I was asked to perform additional analysis, which I was happy 

to do, and which also seemed to improve the take-aways from the paper. 

193-Assistant Professor-Archival 

As an author, I've eliminated observations from unique or extreme periods such as the Financial Crisis, 

the Great Depression, World War II, etc...  I'm aware that excluding such observations can be perceived 

to be "cherry picking", but I believed these exclusions were appropriate.  More specifically, I believe the 
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excluded observations came from a different data generating process from the remaining observations.  

Additionally, I'm always very transparent and clearly note these exclusions in the text and tables.   

194-Associate Professor-Archival 

People tend to select measures that generate the most significant results in the predicted directions on 

the ground that â€œthese results look stronger or better.â€• This certainly increases Type I errors in 

scientific research but appears to be common practice among researchers. I think there might be some 

discontinuity in the distributions of reported t-/Z-values around some critical statistical points such as 

1.960 or 2.576. But thatâ€™s the nature of this business â€“ only significant results can be published and 

people all have the publication pressures. 

I have also often seen that students or colleagues gather additional data to get desirable results. 

However, this approach rarely works. 

I personally think accounting researchers emphasize too much on â€œhypothesis development.â€• Very 

often, the hypotheses are just straightforward but reviewers/editors may require having a section 

specifically for â€˜hypothesis development.â€™ This may often lead to repeating almost the same thing 

from the â€œintroductionâ€• section. 

196-Full Professor-Archival 

These behaviors are inevitable given the pressures to publish and the need to communicate a clear and 

not more nuanced story to reviewers.  As far as I am concerned it is dishonest not to report conflicting 

results and lacking in integrity although it is probably valid to speculate why these may be different to 

the main results.  In fact I feel very strongly about such behavior - there is an ethical question here.  

Some situations above are more serious than others; authors need to be intellectually honest. 

198-Associate Professor-Archival 

I can think of numerous examples of projects in which various attempts were made in order to deal with 

outliers, either through the use of winsorizing or trimming or non-OLS regressions. In some cases, this 

degraded the quality of the research produced but in other cases, particularly when multiple attempts 

were made and reported, this improved the quality of the research produced. 

202-Associate Professor-Archival 

As an author, I find this happens quite a bit in the review process.  I have been specifically asked by 

reviewers and editors to drop certain aspects of a paper that they felt were weak or the results were not 

as strong as other results.   

 

Of course this also happens as you workshop papers and get rejections from journals.  Rarely do papers 

get published that do not have major changes from the original draft. Now, most researchers would say 

that this improves the quality of the research, but it also unquestionably overstates the strength of the 

results.  Researchers rarely correct for the post hoc analysis that occurs during the workshop to 

publication stage. 

 

Perhaps these examples are a bit different from what you are actually trying to uncover?  In these cases, 

researchers use their discretion after receiving suggestions from outside parties.  This is quite different 

from researchers using discretion independent of outside influence.  It is hard to disentangle the two... 

203-Associate Professor-Archival 

I have experienced this as a referee 
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205-Full Professor-Archival 

As an author my group was trying to replicate a paper.  Following what was indicated in the published 

article my group arrived at a sample size of 90000 while the paper reported 150,000 observation.  I 

believe author discretion on the part of the published paper lowered the research quality and the 

author after being contacted refused to help determine the differences in sample.  I reported this to the 

journal as a concern about the discretion of the author but nothing was done. 

 

As both editor and reviewer I have observed inappropriate econometric analyses conducted only to 

achieve a number of stars for significance rather than do the analysis correctly. In several cases the 

authors made representations to others that reviewers would not catch the problem and not question 

the significance of results. 

207-Assistant Professor-Archival 

As a co-author, I have experiences of working on projects in which we found unexpected results and 

were in search of possible explanations for those results. There were also occasions where certain 

measures are added/removed because of the attempt to report consistent results. However, I've never 

been involved in projects where we gathered additional data after observing results. 

 

As a reviewer, I have reviewed papers that seem to select sample arbitrarily without providing any 

reasonable explanations for such research choice. On the other hand, authors' discretion in selecting 

measures and analyses is unobservable to the reviewer. Therefore, I normally would not doubt authors' 

intention unless they refuse to adopt my suggestions on alternative measures/analyses without a solid 

ground. 

208-Full Professor-Archival 

changing predictions/dropping hypotheses: I think we have to distinguish between (a) an author drops 

non-working hypotheses before first submission vs. (b) throughout the review process, authors and 

editor agree to drop certain parts of the paper to increase focus/readability. 

209-Full Professor-Archival 

Not a specific example but a typical published archival paper reports (tabulated and untabulated) about 

20-80 empirical model specifications. From my experience, a typical research project, over it's life, 

estimates over 5000 of these specifications. From 5000 to 50 is all author discretion, often driven by 

editors and reviewers, but mostly to dress-up the research results. 

211-Full Professor-Archival 

I recently reviewed a paper that showed main results for the entire sample. The authors then broke 

down the sample into several sub-samples and, eventually, showed the main results were driven by a 

small sub-sample. While the authors had a story for why results should be strongest for this sub-sample, 

I worried that the authors were making several arbitrary cuts of the data to locate the "strongest" sub-

sample and then created a story to explain why results were strongest in this sub-sample. I would have 

greatly preferred the authors focused on the overall sample and motivated why they would find results 

in the overall sample. At least then, we would have fewer concerns about arbitrary cuts of the data. 

 

I don't think the authors were intentionally "creating" results. I just worry that they had a vague story 

for the overall sample results and were trying to strengthen it by having a more specific story for the 
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sub-samples. However, they made several arbitrary decisions to get to the final sub-sample leading me 

to conclude that there was some amount of "fishing" for results. 

214-Emeritus Professor-Archival 

Handling outliers crops up quite a lot. For example in work on measures of conservatism. 

215-Full Professor-Archival 

I view discretion as related to choice among research alternatives. OK to use to discretion to improve 

the quality of a paper, including responding to reviewers and editors.  Not OK to use discretion in "other 

ways".  Best check on "other ways" is to require sufficient details for replicability. I'm in favor of journals 

requiring authors to make their data and routines available to others.  More replications should be 

published in the top journals. 

218-Full Professor-Archival 

1. One PhD student mentioned that he/she couldn't replicate a study published on [JOURNAL] using 

Compustat data. Sample size in the article is only two thirds of the size of the sample generated by the 

student who follows the steps disclosed in the paper closely. The main results disappear with the 

student's sample. We have no evidence supporting which one is correct. 

 

2. One PhD RA received a dataset from two co-authors on the same paper and found some observations 

were deleted from one dataset which was used by the study (published in a second tier journal). The 

student contacted the owner of the dataset and was told that he had used his discretion in data 

processing, and otherwise there would be no results. 

220-Associate Professor-Archival 

This questionnaire about "discretion" insinuates borderline dishonesty which I personally don't believe 

happens very often. 

222-Assistant Professor-Archival 

I often find myself pushing back against co-authors or colleagues who think it is fully acceptable to 

throw everything at the wall and then only report what sticks, or to keep trying new ways of cutting 

their results to place them in the best possible light. At the same time, it is very common for researchers 

in my area to try something very naive initially just to "see what's there" and then refine the tests and 

predictions based on what they find. It is often difficult in our settings to fully specify predictions and the 

correct tests, so I think that one of the reasons that people use discretion to manipulate results is a 

norm that studies can shift wildly over time and do not need to be pre-specified. 

226-Full Professor-Archival 

The experience that I have in mind was extremely positive. The editors and reviewer's demands around 

data, hypotheses and further tests were always accompanied by appropriate contextualization. For 

example, we as authors were challenged to strengthen our motivation of the paper but with a clear 

requirement to concurrently strengthen the theoretical motivation of our predictions. When it came to 

methods, the editor involved a colleague who focused on econometric execution (we do not know if this 

was the intended objective), giving an 'arm's length' set of checks on our discretion with regards to 

methods. When we were done with the numerous permutations that came out of this process, we 

constructed a detailed internet appendix containing virtually all aspects of the 'discretion' we had 
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exercised. In all, therefore, we felt that the discretion that we were allowed was quite appropriate and 

that it greatly improved the quality of our paper. 

231-Full Professor-Archival 

I was "forced" to rewrite the published version of my dissertation to motivate the results that I actually 

found, rather than my original motivation, for which results were opposite prediction.  The original 

submission presented the counterintuitive results, I then discussed additional work performed to better 

understand the phenomenon, and then explained those results.  The forced rewrite was to make the 

predictions for the counterintuitive results ex ante.  I was told that the submitted version read like "my 

diary," rather than an academic study.  I thought the rewrite was disingenuous at the time, and still do, 

but I now am also sympathetic to the "my diary" criticism when I read similarly written papers now 

(many years later).   

233-Full Professor-Archival 

I have not first hand experienced researchers using their discretion to selectively report their findings.  

But I can imagine the situations/issues described in this survey actually happening. 

234-Full Professor-Archival 

You can't separate the researcher from the research. All research is political and all research is 

interpretive. Nuances in research choices reflect these biases. 

239-Assistant Professor-Archival 

These are more general comments than specific examples, but, I am putting them here: 

 

I have published in both accounting and economics journals--top accounting journals, and, merely good 

field journals in economics.  When working with my economics coauthors, we generally try whatever 

method we think is most valid, and, if it does not work, we either report it (if we think the test was very 

solid and a non-result conveys information, even if it contradicts part of our story), or just forget about it 

(if it was a weak test to begin with). With my accounting colleagues, there is always much more of a 

push to "make" tests work.  This is why I generally try to avoid doing the data on accounting papers, as it 

is much more work, trying different things until you find a set of valid tests that perfectly conveys the 

story you are trying to tell.  In the instances I am thinking, it is not the case that I don't believe the 

underlying phenomena we are documenting are not true--it is just that I think accountants feel the need 

to make 100/100 robustness tests work, whereas in economics, 95/100 are fine.  I think this is, in part, 

due to the type of individual that is attracted to accounting. 

 

As a coauthor studying something that had occurred a few weeks before with archival data, on two 

different papers, we ran a set of results, then waited a few months for more stock price data, and, reran 

the tests.  We got the same results, but, predictably, our standard errors were much nicer with more 

data.  I hope we would have had the integrity to drop the project if the results disappeared with more 

data. 

 

On one or two occasions it has been possible to gather more data, but, the research team opted not to 

explicitly because we liked the results we had, and, didn't know what extra data would do to a result.  

The underlying assumption in this choice was that once we ran a result with more data, we could not 

unrun it, and, would be stuck with that new, potentialy inferior, result. 
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I am always startled as a reviewer when, on occasion, I propose many different robustness tests (when I 

am skeptical of the validity of the finding to begin with I will sometimes do this), and, they all come back 

as working perfectly.  I am very occasionally at a loss for what to do--can I just write in a referee report "I 

simply don't believe the result, and, there is not way all those tests came back as reported."  As an 

archival researcher, in my personal experience, archival data is never as neat and clean, and the results 

never in such harmony, as some papers I review convey.  I wish there were some mechanism in which 

the authors posted datasets for the reviewer, and, the reviewer could feel free to take a look at the data 

for herself. 

243-Assistant Professor-Archival 

The most common form of researcher discretion which I find misleading is the selective positioning of 

footnotes/robustness. For example, a footnote will state that results are robust to a particular 

alternative test or measure. However, upon thorough reading, the reader will realize that the 

robustness relates to one specific test. In so doing, the footnote selectively discusses robust tests and 

fails to mention other tests for which the robustness was also relevant. This lack of transparency makes 

results appear more robust than they actually are. 

250-Full Professor-Archival 

1.  I have published work in which I show regression results both with and without deleting outliers.  So I 

exercised discretion, but tried to be transparent about it. 

2.  I think the latest kind of discretion, if I can call it that, is actually the anti-discretion aspect that many 

researchers now believe that their paper is only interesting and "worthy of being called real research" if 

they have nailed down identification to the n-th degree.  The result of this anti-discretion (such because 

the researcher feels he or she has no discretion to not run through the gamut of required identification 

hoops) is I believe that we run the risk of only publishing boring, uninteresting papers. 

3.  I'm concerned that some authors use discretion on the number-of-observations side of things in the 

following non-standard sense -- they do everything to get as big an N as they possibly can because then 

there's a bigger chance that their t-stat will be above 1.96.  Holding aside the question of what the heck 

a t-stat means if you have essentially the whole population rather than a sample, the discretion available 

to crank up N can lead to finding statistically significant but economically meaningless or trivial results. 

251-Full Professor-Archival 

There was less pressure to achieve "perfect results" earlier in my career.  This has become a greater 

problem more recently. 

 

I was told by a major journal to change a nondirectional research question into a directional research 

hypothesis.  I had junior coauthors who needed the publication, and frankly, I needed the publication as 

well, so that my teaching load would not be increased.  I was aware that this was not the way research 

should progress, but the incentives to do what I was told were just too high.  I rationalized that all of the 

original hypotheses were solid, the data analysis was correct, I was confident in the results and their 

generalizability, and so I rewrote that first research question into a directional hypothesis. 

 

On another occasion, I had a paper with positive reviews from two reviewers, with very solid "main line" 

results that everyone believed.  But they wanted additional statistically significant "bells and whistles."  

They couldn't tell me what those "bells and whistles" might be, or why they should matter to the 
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development of the paper's message.  So my coauthors and I wracked our brains to come up with 

potential bells and whistles that would be at all related to and informative about the main line results.  

Some of these bells and whistles were so tangentially related to the main point of the paper that I was 

somewhat queasy adding them.  But I do think that we reported the results of most all of the items we 

tested, even if they were not statistically significant.  It's a problem when reviewers essentially say 'I 

want to see additional statistically significant results" without providing much guidance on what kind of 

additional testing would add in a material way to the development of the paper's main message. 

 

I know that reviewers and editors are "us."  But I have always tried very hard not to give authors 

motivation to act in a disingenuous way to address my review points.  Unfortunately, karma isn't 

perfect, and I haven't gotten many reviewers of my papers with that attitude.   

252-Assistant Professor-Archival 

As an author, I recently chose to expand a study to include data from multiple industries rather than a 

single industry. We found very little evidence consistent with our predictions using the single-industry 

sample. However, because the sample size was so low, we could not easily infer whether the absence of 

the effect was due to low power or the absence of an effect. We find results using the broader sample. 

We do not intend to report the effects using the focused, single-industry sample. 

256-Full Professor-Archival 

I am suspect of the potential for this examination but anxious to be shown to be wrong.  I have no 

personal examples to share. 

259-Assistant Professor-Archival 

I frequently base my hypotheses on economic theories which have strong assumptions regarding 

information processing and market transaction costs. When empirical results do not support the 

conjectured stylized theories I have returned to the drawing board to consider what alternative 

dynamics can be in play: for example behavioral biases, legal limitation (which prohibit certain investors 

from holding certain assets for example) or non-trivial trading costs. Ideally, you are aware of these 

dynamics when drafting the original hypotheses, but given the scope and depth of both these literatures 

and the changing realities of both the legal climate and the market microstructure it is not unreasonable 

that it's the data that tells you to go back reevaluate how you think the world works.  

261-Assistant Professor-Archival 

I reviewed a paper where the authors primary reported finding was directly opposite of what they had 

reported in a prior draft.  The authors neither disclosed the contradiction from the prior draft NOR 

provided any justification for the current specification (which had slightly different sample size, one 

omitted variable and different variable factoring relative to prior draft).  The theory in the current draft 

was written to strongly support present findings - the theory in the prior draft was exactly opposite.  At 

worst, the authors neglected to disclose that results were highly model dependent - at worst - this is 

evidence of reckless disregard for honest results in pursuit of publication.  I was lucky in this case to 

have seen the prior version of the paper - absent the paper might have gone through at the journal.  

(Important question and seemingly reasonable design). 

 

As an author I have often received valuable suggestions from reviewers with concerns about the 

influence of outlier observations on my analysis.  Exercising critical discretion to test the robustness of 
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results (assuming the findings are reported) improves the validity of a papers findings.   

 

Null results don't do well in the publication process and space is always a concern.  I have working 

papers where we tried additional testing additional hypothesis and because it didn't "work" it doesn't 

make it into the final draft.  I have tried to footnote these "failed" tests but it's difficult because it takes 

a lot of space to explain first why you ran the test, the details of how you ran it and what you found in a 

footnote... so they often don't survive till final version. 

 

I have started an killed projects because although we thought the question was compelling and the 

design was clever the results were not compelling.  Although we espouse good design the anecdotal 

wisdom that gets handed down is a null-result paper almost never gets through the referee process so 

you've got to cut your losses early. 

264-Assistant Professor-Archival 

With the exception of changing predictions to match results, I have used the other types of discretion 

frequently in my own research, and am aware that other researchers do this as well. For example, when 

I start a paper, I may have a primary research question and then think of a number of different cross-

sectional tests. The test that don't support my predictions very rarely make it into the original draft. I 

feel this is very common approach in empirical archival research. Part of the reason for this is that 

running iterations of regressions are easy and low cost when you are dealing with large data sets.   

268-Full Professor-Archival 

Before the paper goes off to the journal, i was trained to be pretty strict about this kind of thing. And I 

am a victim of my training. However, I have heard many authors discuss such things in their papers, but 

this is all second hand. 

 

Twice in the reviewing process, i have been guided to do 2 of these things in your list. Both times was at 

accounting journals on your list.  

 

The first was a referee urging me to take a close look at the influence statistics in a comparatively small 

sample. There was one observation that had an outsized influence on the results that was subsequently 

thrown out.  

 

A second time the editor liked my paper but guided me to be less critical of existing work. This direction 

caused some hard thinking that led to the development of a more subtle hypothesis that I believe 

improved the quality of the work. Instead of being just contrary it pushed the literature to a deeper level 

of understanding.  

270-Assistant Professor-Archival 

I have a current paper that looks at an association of hypothesized variables with returns. We originally 

measured the return variable using market-model abnormal returns and obtained results that were 

inconsistent in different time periods we were examining. The paper languished for about a year as we 

wrested with how to best deal with that. Then a visiting scholar presented a paper at my institution 

regarding political uncertainty and the "flight to quality". In their paper they discussed the fact that firm 

betas change during times of political uncertainty.  
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We then calculated insample betas for our firms of interest during each of our time periods of interest 

and found that betas did vary systematically in our sample period. In the revised paper we an alternative 

form of adjusted returns from a prior published paper, and used size adjusted returns as a robustness 

test. In addition, we discuss the effect of the flight to quality on betas and disclose that that is why we 

do not use market model returns. We also include as a footnote the betas in the pre-, during-, and post- 

period of our sample in a footnote so that readers can see why using market model returns would not 

be appropriate for our tests.  

271-Full Professor-Archival 

I was a coauthor on an empirical paper where the regression tables were presented after excluding 

outliers identified using Belsey Kuh criterion. The estimated coefficients reported had statistical 

significance at p&lt;0.02 in the predicted directions. In rejecting the paper, a referee claimed that we 

had excluded outliers to improve the results suggesting that we were engaged in academic dishonesty. 

When outliers were included in the regressions, the estimated coefficients were of a comparable 

magnitude but statistically significant at p&lt;0.0001 in the predicted directions.  Apparently, discretion 

is not rewarded sometimes. 

277-Full Professor-Archival 

Eliminating outlier observations can significantly change results. 

279-Full Professor-Archival 

I have been asked by editors to "cut" hypotheses that did not work. These requests are similar to being 

asked to make a model more "parsimonious" by deleting control variables that do not load. .  

 

I personally have chosen not to report some of my own explorations with the data (e.g. what happens to 

results when a different deflator is used). 

 

After trying unsuccessfully to get a paper with no results published in  setting where I could plausibly 

demonstrate that the tests had sufficient power to detect a result if one was there,  I now tend to 

abandon projects when no results are found. Sometimes the data ends up being used in a different 

project with different hypotheses. I do not report the original hypotheses, but rationalize this approach 

based on dissimilarity of the new and old. But in thinking about specific projects, I feel a sense of guilt in 

answering this question, so I suppose this means I have doubts about my own objectivity and 

motivations. 

280-Assistant Professor-Archival 

As an author, I have received feedback from an editor at a Top 3 journal that the economic significance 

of the results in the paper seemed a little too large to be fully explained by the hypotheses. My co-

authors and I were informed by the editor of an additional theoretical reason why the effects sizes could 

be that large and we were encouraged by the editor to incorporate that additional discussion into the 

underlying theory in the paper.  My co-authors and I agreed that the theory and arguments provided by 

the editor seemed reasonable. As a result of incorporating this suggestion, we believe the paper is more 

informative to readers.  

281-Emeritus Professor-Archival 

I don't think that so-called discretion is a big problem in archival research for two reasons.  It is quite 

easy to replicate prior studies and many doctoral programs require students to replicate studies as a 

81



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

way to learn how to do empirical research.  There are very few notes/comments published reversing 

prior inferences.  Second, many studies in extending prior research will first replicate prior findings and 

then add a new twist - either new RHS variables are added or a new methodological approach.  These 

studies rarely conclude that prior research methods were heavily influenced by excessive discretion. 

282-Full Professor-Archival 

I came across a study in [JOURNAL] where it says it uses dataset X but its clear that extra hand-collected 

data was also included in the sample. This is not discussed in the paper. I suspect it was to boost the t-

stats. They also trimmed the data somehow to boost the statistical significance. 

286-Full Professor-Archival 

As an editor and a reviewer I am often concerned about the choice of measure and why a particular 

measure was used rather than another one.  I also do survey work and review survey papers.  When I 

look at the questionnaire it would appear that one measure is used without justification of why another 

wasn't used.  I will ask the authors to run the analysis with alternative measures.  Not sure this is what 

you want or whether you want something more specific.   

288-Associate Professor-Archival 

The main results are typically highly robust -- it does not make sense to invest time in results that are 

fragile and can disintegrate in referees' robustness checks.  

 

However, I would not think twice about using extreme discretion in handling some of the idiotic 

additional tests suggested by referees. In many cases, the dysfunctional review process invites 

"discretion" as a natural response. 

Also, in replicate-and-kill analyses (i.e., replicate prior results from a major published article and show 

that these results fall apart after controlling for some important additional phenomenon), often it is very 

hard to replicate the original results -- they hold only for some very careful empirical choices. I am much 

more open to using extreme discretion in killing these "results". 

 

I do not understand why we use hypotheses to begin with. We all know that our "hypotheses" are 

developed ex post based on the observed empirical results. Why pretend that we do more than just ex 

post story-telling? 

 

In addition to deliberate manipulation/forgery of the results, there is a more insidious source of bias 

that affects even good-faith analysis. If the results in the standard / most sensible empirical design are 

as expected, I would not spend much time thinking about what should be tweaked. However, if the 

results are not as expected, then I would spend much more time thinking about whether I am missing 

some important control variable or whether some of the sample selection criteria do not make sense. 

291-Assistant Professor-Archival 

First-hand experiences: 

1. Removing observations (e.g., winsorizing) to remove outliers that affect results negatively. 

2. Adding more years/observations to strengthen results. 

3. Removing "large" firms because results were stronger with smaller firms. 

293-Full Professor-Archival 

As reviewer: 

82



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

- Implausible argumentation for observed statistical relations (HARKing). 

- Reviewed paper A for top journal 1 on the link between X and Y from author team ABC; I knew the 

paper before being assigned as reviewer and also knew the same author team had recently published a 

related paper B in top journal 2; conceptually the authors already tested the relation between X and Y in 

a robustness test in paper B; the new paper A was conceptually testing the exact same relation but using 

a slightly different empirical measurement; the authors failed to disclose the conceptual overlap with 

paper B. 

- Authors commonly selectively pick one- versus two-sided p-values when convenient. 

- Authors commonly pick the less conservative approach to standard error adjustment (e.g., clustering at 

industry instead of firm-level when cross-correlation is a firm-level issue) when convenient and without 

reasonable argumentation. 

- Unexplained sample selection choices. 

297-Full Professor-Surveys 

Where to start, where to stop... 
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Have you or one of your PhD students failed to replicate a study published by someone else? If so, 

why do you think the replication failed, and how did you respond? 

6-Assistant Professor-Field Experiments 

I don't think I've run into this issue. For the most part I think where my studies have built of someone 

else's (and I've borrowed instruments from several researchers) I've or we've been able to replicate key 

parts of the prior studies. At the same time, I try to use the same case over and over to hopefully get a 

well-validated instrument. 

7-Assistant Professor-Field Experiments 

no 

9-Full Professor-Field Experiments 

n/a 

10-Assistant Professor-Field Experiments 

I never try to replicate papers of others. 

11-Full Professor-Field Experiments 

No. There is no motivation to conduct replications, which is unfortunate. 

13-Full Professor-Field Experiments 

N/A 

17-Full Professor-Field Studies 

Only conflicting experimental results in partial replications which is difficult to consider failed 

replication. 

18-Full Professor-Field Studies 

no 

23-Full Professor-Field Studies 

NA 

25-Associate Professor-Field Studies 

It happens that you are unable to find results that are reported. However it is almost impossible to fully 

replicate a paper completely because compustat samples change over time, the relationship changes 

overtime etc.  

 

My attempt to gather data from the authors themselves, to be able to replicate the results, have never 

met any enthousiasm.   

30-Associate Professor-Field Studies 

nope 

31-Full Professor-Field Studies 

never had this experience 
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33-Full Professor-Field Studies 

Yes. For exactly the reasons you describe. There are numerous choices made in conducting empirical 

analyses. It is, therefore, almost impossible to exactly replicate what others have done. 

34-Full Professor-Field Studies 

No 

36-Assistant Professor-Field Studies 

No 

37-Full Professor-Field Studies 

I have no such experience. 

39-Emeritus Professor-Field Studies 

Yes, of course. In the non-positive areas of the scoial science one might actually be surprised by 

successful replication. 

40-Associate Professor-Laboratory Experiments 

My coauthors and I failed to replicate a published archival study by other researchers. We think the 

replication failed because we used a much larger and more recent sample whereas the published paper 

used a small sample collected many years before our sample period. We had trouble with the review 

process because the editor and reviewers believed in the results in the published paper. We eventually 

dropped the project.    

41-Emeritus Professor-Laboratory Experiments 

I don't think this has happened to me/ my students. 

42-Assistant Professor-Laboratory Experiments 

I have failed to replicate this form of study. Ultimately, we believe the failure to replicate is due to the 

initial study being unreplicable. This paper actually presents an abnormally detailed amount of 

information on the experimental results and we do not believe their findings are due to an inappropriate 

use of discretion. Rather, we believe they just had a weird day in the lab that gave them an odd result 

that had a plausible theory backing it. We have also heard from 4 other researchers who failed to 

replicate this study, but met resistance in the review process trying to get the failed replication 

published since it was *inconsistent with prior research*. Given these war stories, we have simply sat on 

the failed replication data.  

43-Assistant Professor-Laboratory Experiments 

n/a 

44-Assistant Professor-Laboratory Experiments 

No, not in my area of methodology. 

46-Full Professor-Laboratory Experiments 

One of my PhD students failed to replicate a study coauthored by some very famous authors from the 

field. It was already very difficult to get the instructions from their experiment. These instructions were 

not consistent with their published article. They even indicated in one of their emails that the study 

would not be replicable because participants were students from their financial valuation class.  
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So far, we haven't done anything on this. I'm afraid that my PhD students will have problems publishing 

papers in the future if he tries to publish his results. I'm glad it wasn't his main thesis.  

48-Associate Professor-Laboratory Experiments 

No. 

51-Assistant Professor-Laboratory Experiments 

Yes.  I believe the results of the original papers were not false but were due to chance.  

54-Full Professor-Laboratory Experiments 

no 

58-Full Professor-Laboratory Experiments 

No 

61-Full Professor-Laboratory Experiments 

Not in this area of my research.  

 

In my archival work, we have struggled to replicate a couple of the studies around auditors and IPOs.  I 

totally think in the one case the authors messed with their sample until the got the result they wanted.  

62-Assistant Professor-Laboratory Experiments 

N/A 

64-Assistant Professor-Laboratory Experiments 

I had to replicate a study once. The results replicated weakly, but the sample size was pretty small. As 

far as why studies don't replicate - well, we have a selection bias where only the studies that get 

"results" get published. There may have been 10 other studies that already tried testing that effect and 

didn't get the "results," so based on this we could see studies with virtually any "effect" by pure 

statistical probability. 

66-Full Professor-Laboratory Experiments 

NO. 

68-Full Professor-Laboratory Experiments 

Yes, only one study, though in my career (now a full professor).  In this case it was unclear what the 

underlying cause was, partly due to ambiguity regarding experimental procedures in the original 

experiment. We (PhD students, asst prof. and I) gathered additional data and found the results unstable 

- sometimes replicating, sometimes in the opposite direction. We explored potential reasons for the 

unstable results but couldn't find anything systematic. So, we dropped it.   

69-Full Professor-Laboratory Experiments 

No.  

70-Full Professor-Laboratory Experiments 

N/A 

75-Associate Professor-Laboratory Experiments 

not in my experience. 
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78-Associate Professor-Laboratory Experiments 

There is no culture in accounting research encouraging doing replications for publication. This is about 

true for the entire family of social science. PhD students may have done some exercise research projects 

which may be considered "replication" in a very limited sense. [JOURNAL] editor wrote a piece on 

replication, and I also noticed that [AUTHOR] made some well-balanced comments on this that I agree.  

79-Full Professor-Laboratory Experiments 

I have not done any direct replication of an entire study; but there are occasions where one of the IVs 

which is a 'replication' did not have the same main effect as in a prior study; however, as there are many 

differences between my study and the prior study, including the introduction of new IVs, it is difficult to 

draw conclusions on why the results do not "replicate" - it is very likely that changing some factors or 

context has resulted in the prior results being significantly weakened.  

80-Full Professor-Laboratory Experiments 

Yes, I recently had such an experience, in which I failed to replicate a previous finding using the same 

basic experimental design. Of course, one can never know why a replication fails -- that's the problem. 

82-Full Professor-Laboratory Experiments 

Yes, an archival study published in [JOURNAL].  We followed the prior paper exactly but could not 

replicate the sample or their results for the test variable.  We concluded the most likely reason was that 

there were sample selection or model specification details that were omitted from the published paper. 

85-Full Professor-Laboratory Experiments 

No 

86-Assistant Professor-Laboratory Experiments 

I have not failed to replicate a published study. I also haven't tried many times (maybe twice). 

90-Full Professor-Laboratory Experiments 

One of my doctoral students ran a study using an instrument from one of my earlier published studies 

and failed to replicate one of my basic findings. I had used senior undergraduate students in my design 

and he had used first-year undergraduates. When he re-ran his study with senior undergrads he 

replicated my findings. He reported results in his dissertation for both samples and offered possible 

reasons for the different results.  

 

I think replication is highly undervalued in our discipline, relative to the hard sciences where it is 

essential to discovery and progress. Moreover, a failure to replicate is often attributed to a failure by the 

researcher rather than potentially being of value.  

96-Full Professor-Laboratory Experiments 

Yes, I don't know why it failed to replicate, but I often wonder how many failed replications are gathered 

in a drawer somewhere? On the other hand, I have seen many studies replicated, which is reassuring, 

but these also will not get published and nobody will know about them either. 

97-Assistant Professor-Laboratory Experiments 

No 
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98-Assistant Professor-Laboratory Experiments 

I have failed to replicate a result from Study 1 of a paper (accepted for publication) in Study 2 of the 

same paper. We attributed the difference to differences in the subject pool (they were from different 

professions) and reported this ex post rationale in the paper.  

99-Full Professor-Laboratory Experiments 

no 

100-Assistant Professor-Laboratory Experiments 

See prior comments. 

 

I now replicate all of my own results before submitting.  If I cannot replicate my own results I do not 

want them in print. 

101-Associate Professor-Laboratory Experiments 

Yes. It did not replicate because the author had given special additional instructions to one group of 

participants. These special instructions had a valid research purpose but were not initially disclosed in 

the research at all. 

102-Associate Professor-Laboratory Experiments 

In most cases, replications fail because the paper or the online appendices do not give sufficient clarity 

regarding the specific procedures and experimental materials.  

103-Associate Professor-Laboratory Experiments 

Yes, one of my PhD students failed to replicate a published study for a summer paper. The summer 

paper was presented to the faculty. My recollection was that we tried to understand whether there 

were any differences in the sample characteristics.   

105-Associate Professor-Laboratory Experiments 

Yes.  My first year summer paper failed to replicate the results of a prior paper published in [JOURNAL].  

I do not know why I could not replicate the prior results.  Different sample?  The effect was not real?  

That paper went nowhere, as do most papers that fail to replicate prior results, so there's really no way 

of knowing. 

107-Full Professor-Other Methodology 

Yes: the magnitude of the "sticky cost" coefficient in [PAPER] was lower in the replication. 

 

(I can't say more without losing anonymity.) 

109-Full Professor-Other Methodology 

I know many people who have tried and tried to replicate "famous" studies.  One colleague told me his 

profressor decided to stop using a paper she routinely had used for students to replicate because 

nobody had ever been successful at replicating it!  WHen my colleague tells that story, others pile on 

and share similar experiences from their PhD programs.... 

 

We have a real problem in accounting with our antagonism to replication.  I hope you can make a strong 

case for more of it. 
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110-Associate Professor-Other Methodology 

no 

111-Full Professor-Other Methodology 

yes I tried to replicate an experiment (outside accounting) and found no results, not even near the 

results of the original work. The researcher is very senior. I did not pursue on this. My co-authors did not 

want to. We decided to discontinue the project. 

115-Assistant Professor-Archival 

I have tried to replicate about 20 empirical studies by other researchers. While I managed to replicate 

almost all results, I noticed that some studies show results that are not as robust as the discussions in 

the respective papers suggest. Most of these studies use selected subsamples (e.g., excluding small 

firms) that, in my view, are not representative of the underlying populations. 

116-Full Professor-Archival 

Yes. It is quite common to fail to replicate other studies. One replication attempt I made failed, in part, 

because the authors failed to provide sufficient descriptions regarding some underlying data choices 

they had made. For example, it was not clear how they winsorized data--by year, or in aggregate. The 

authors also made one scaling error, but that only affected the inferences in one table. Also, some of the 

data had been adjusted by the data provider in the primary database since the original study had been 

estimated. Many student replications fail because they are often engaged by younger students who are 

not facile with data manipulation, don't understand some coding elements, take shortcuts due to 

project completion time pressure, and other related reasons. I tend to believe that most studies are not 

fully replicable in part because every study likely has some errors in coding or incomplete descriptions of 

data analysis. In many cases, multiple revision rounds affect the data analysis descriptions and it is 

challenging for the researchers who eventually publish the paper to chase through and correct all the 

relevant changes that were made from the original drafts. 

117-Associate Professor-Archival 

yes; data treatment may not be clear in the original paper 

119-Assistant Professor-Archival 

Most researchers do not describe their data steps/procedures in sufficient detail to expect others to 

replicate the work, and journals do not force researchers to do so. There is so much discretion in 

merging samples and databases, defining variables, excluding subsamples, etc. There is also an issue 

with databases changing, so if I run the same program today versus two years ago I myself could get 

different results (although hopefully not different inferences). I think it is important to distinguish 

between different results and different inferences. 

120-Full Professor-Archival 

Yes. I encouraged the student to drop the project because I was concerned that failure to replicate the 

base result would render our project unpublishable. 

 

On several occasions, I've contacted authors for assistance with a replication. Their responses have 

rarely been helpful, but I understand this and empathize. Standards for record keeping have changed 

dramatically in the last few years, for the better. 
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122-Assistant Professor-Archival 

Yes, and I believe the replications typically fail because we (as authors) are not always descriptive 

enough in describing the choices/cuts we made. I think at least part of this is due to journal page 

restrictions. On multiple occasions I have tried replicating a paper based on its published version and 

failed. However, if I then go and find a working version of the paper on SSRN, I am able to replicate the 

paper because that working version had details that were cut for the final published version. Online 

appendices could help alleviate this problem.    

123-Doctoral Student-Archival 

As a first year PhD student I failed to replicate a published accounting paper given as a term assignment. 

I was sure I was doing something wrong, and there is obviously a high chance I was. The other student 

assigned to replicate the paper couldn't either. After a couple weeks of trying, we tried to replicate the 

paper together. Eventually we gave up. When we reported our failure to our faculty advisor he said that 

we shouldn't worry about it because the authors were as likely as us to have done something wrong or 

to have used unreported discretion to make their results look more favorable. He said he would have 

told us earlier not to be too surprised to fail to replicate this or any paper, but he wanted to see us 

suffer a little. We did not appreciate his sick sense of humor at the time, but he certainly taught us an 

important lesson about healthy skepticism and the fraud triangle (i.e., opportunity, pressure, 

rationalization). 

124-Full Professor-Archival 

 

  

126-Full Professor-Archival 

 It seems that the paper discard a lo of influential observations by classifying them as outliers. When I 

repea the same tess, I got directionally consistent but insignifican results.  

127-Full Professor-Archival 

I encourage students to do replications, especially during their coursework.  They are reluctant to do so, 

preferring to be able to claim novelty by some tweak (which impairs the faithful replication).   

130-Full Professor-Archival 

We did a bunch of extra analyses that suggested that the previous paper results were incorrect. The 

previous paper was unpublished and remains so...... perhaps because others also found potential 

concerns with the analyses. 

132-Assistant Professor-Archival 

Yes, we failed to replicate a paper. I think the results either depended on data from a particular time 

period or they were not really that robust. 

133-Assistant Professor-Archival 

I could not replicate a bunch of papers. My first reaction is usually having others double check the codes 

I wrote. There really is no proper way to respond to it beyond that. We once ended up dropping a horse 

race test we planned on. 

135-Associate Professor-Archival 

Yes. I believe it is because the original study was not accurate. Other colleagues also were unable to 
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replicate the original study's results. My inability to replicate this study resulted in a rejection after two 

rounds of review. 

138-Archival 

Yes. Undoubtedly related to data issues, of course there is also the possibility that some of the raw 

numbers change over time as restatements become incorporated into the data or data providers change 

their normalization policies. Another common issue is that the data set can grow over times as data 

collection becomes more comprehensive. 

139-Full Professor-Archival 

 I used full year-firm observations for replicating a study that uses a specific firm-year observations. I 

failed to replicate the results in general, but realized that the results were replicable for the very specific 

year of the published article. The problem was the reviewer kept asking why the famous results (a 

control variable in our study) were not replicable. I was so frustrated.  

140-Full Professor-Archival 

It occurs frequently to fail to replicate other studies. In my experience this is because published papers 

does not disclose precisely the sample selection and variables measurement  

141-Full Professor-Archival 

Yes, on one unpublished working paper a co-author and I were not able to replicate a now published, 

competing paper.  I contacted the senior author of the competing paper and explained that we were not 

able to replicate their findings and I asked for help with our replication.  The senior author forwarded 

our message to the individual running the data on their project.  We received a verbal response from the 

"data person" that inadequately explained the steps taken in their data analyses.  But we did not find 

their explanation helpful.  We were never able to replicate their results, and our study was never 

published.  I recently was speaking with an unrelated researcher who also indicated that they are not 

able to replicate the published results of the competing paper.  In short, I do not believe the published 

findings but I do not believe it would be beneficial for me or my co-author to publicly claim the 

published results are false or misleading, since the senior author is one of the most important 

researchers in my field. 

142-Assistant Professor-Archival 

Yes. I think most of the failure is due to specifications in the original paper that aren't explicitly stated. 

143-Assistant Professor-Archival 

Yes, I believe it is because the study did not accurately describe their methods/measures.  When this 

happens we try to reach out to the author to get clarification and they usually are very helpful. 

144-Full Professor-Archival 

Yes. Cannot replicate because the data base may change (IBES, Compustat) or the authors do not fully 

describe their data and methodology. 

145-Full Professor-Archival 

Yes, just one time. We don't know why the replication failed, it just did. Our response was to drop the 

project. Our journals do not publish replications. 
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146-Associate Professor-Archival 

Yes my phd students often failed to replicate studies, mostly because the information in the study was 

not complete so some of the choices were not perfectly replicable 

147-Assistant Professor-Archival 

N/A 

148-Full Professor-Archival 

Yes, failure to replicate. However, I believe that one possible reason for failure to replicate is that 

electronic data sources change over time, even for fixed sample period. Another possible reason is that 

the authors do not clearly state the manner in which they truncated or winsorized. 

150-Full Professor-Archival 

Replication studies don't get cited and journals don't publish them (in general). Nor do people get 

promoted for replication studies. See [PAPER] 

151-Associate Professor-Archival 

Please see my previous story and experience. It is extremely frustrating that a result in the literature 

cannot be replicated by the recipe that the author provides. I feel that not much attention is paid in PhD 

programs to meticulous empirical work and coding - the importance of which cannot be 

underestimated. We tend to dismiss these skills in our profession.  

152-Associate Professor-Archival 

N/A 

153-Full Professor-Archival 

Yes, the sample description process and/or variable modifications (e.g., winsorizing) are inadequately 

described in the study. 

154-Full Professor-Archival 

No 

156-Associate Professor-Archival 

No - neither I nor my students has encountered a situation where we could not replicate a prior study. 

However, we have seen a case where the explanation of how data was selected/excluded was unclear 

and many assumptions had to be made in order to replicate (or expand on) a study. 

157-Assistant Professor-Archival 

Yes. I failed to replicate a study published in [JOURNAL] and one in [JOURNAL]. I'm not sure why the 

[JOURNAL] replication failed, unless I had a coding error as this was a fairly complicated analysis. The 

[JOURNAL] replication failed because I used a larger sample. I'm sure there are others, but these are the 

two that come to mind. I suppose this is not surprising, however, given [PAPER]. 

 

I would like to note that we are focusing largely on statistical issues here. As Mark Twain notes, that's 

only one kind of lie. There are many published papers that are based on (intentionally) misstated facts. 

Unfortunately, an author only has to fool one, maybe two, reviewers to get something published. Once 

a paper is published, or even for working papers depending on who the authors are, it is more harmful 

to one's career to point out the fraud than to be the one committing it. This goes directly to another 
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concern as to why our research isn't used in practice - research based on misstated facts is not useful to 

practitioners who are stuck dealing with real facts (see [PAPER], [PAPER] and [PAPER]).  

 

To paraphrase another Mark Twain saying, we should be careful that our research is not throwing so 

much darkness onto a topic that we soon know nothing at all.  

161-Associate Professor-Archival 

On one experience, I tried to replicate a paper in [JOURNAL] with hand collected data (more than 10000 

observations), and I was not getting the enough statistical significance, even though I had a larger 

sample than the published paper. I contacted the author, but he was unable to provide me with his 

original dataset, claiming that it was lost in a hard drive failure. I spoke to a leading academic who was 

also an editor, and she seemed more accusatory of me not being able to replicate each variable in the 

study, rather than being empathetic that the author did not seem to seem to want to cooperate (or 

careless in their handling of data). I think that replications are often unsuccessful because 1) they 

involve a substantial investment in time/energy and often academics give up when they run out of 

either, 2)  authors may fail to cooperate in sharing programs or datasets because they fear loss of 

reputation, are arrogant towards others who are from a lower tier school/lower reputation/lower rank, 

3) the research designs are too sensitive to variable definition or sample selection and the authors have 

an information advantage of the limitations they do not wish to discuss with others, 4) editors and the 

academic community are not interested in publishing papers that measure the ease of replicating prior 

studies (or even question the replicability), unless it is by a highly reputable author(s) - other than 

[AUTHOR]'s investigation by [UNIVERSITY], I have not seen a study that questions the replicability of 

prior studies, 5) published papers do not provide sufficient detail, because important details get cut out 

during the editorial/review process, 6) reviewers don't wish to invest the time to replicate submitted 

papers, 7) authors may not be interested in sharing their data with reviewers if it is hand collected 

because they fear the reviewer may give it to a colleague or PhD student to conduct a pilot study. 

163-Associate Professor-Archival 

Yes, I believe it failed because authors rarely give us the details necessary to replicate their study in the 

text of the paper, combined with changes in data on the databases over time.  

164-Assistant Professor-Archival 

Yes - I have tried to replicate several empirical papers and have failed to do so.  On a couple of occasions 

it was due to incomplete sample descriptions but once I contacted the authors I was able to gain further 

insight into sample selection criteria and was ultimately able to replicate main results.  On two other 

occasions I managed to get the sample descriptives to line-up with those reported in the paper, but my 

empirical tests seemed to yield different results! In that situation it was difficult for me not to be 

sceptical about the main results and inferences - I did lose trust in the entire paper after that.  

165-Associate Professor-Archival 

Yes. Don't know why I couldn't replicate. Moved on to another project. 

169-Assistant Professor-Archival 

Yes, I have failed to replicate prior studies before. I even started writing a paper about why we thought 

the replication wouldn't work, and what an alternative approach would mean for that setting. At the 

end of the day, we decided we were too junior to upset the existing authors, and simply shelved the 

idea. 
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I think there's enough noise and discretion in design choice that most authors of a new technique hold 

their breath just a little in the hopes that subsequent studies will replicate their findings. I myself would 

welcome more replication studies being published, and the academy being open to results being 

overturned - it doesn't mean either study is wrong, it simply means that our world and our 

understanding evolve. 

171-Full Professor-Archival 

There have been several situations where we could replicate a paper based on the time period used in 

the original study, but we have found that the results are drastically different outside of that particular 

time period. We have also found situations there the results only hold under a very restricted sub-

sample. Relaxing any assumptions about which observations should be included in the sub-sample 

significantly changed the results. 

173-Full Professor-Archival 

Yes, I have.  

174-Full Professor-Archival 

Replicating the main results of a prior study is fairly common.  While I think the basic results generally 

are replicated, it is also the case that for a good number of studies disclosure in the study is insufficient 

to replicate the study.  The standard should be that an earnest reader should be able to replicate the 

results, but that is too often not the case.  Either too much important detail is not reported or is edited 

out before publication. 

175-Full Professor-Archival 

Yes, of course. It has happened a number of times. The first thing we did was look at the data the 

published study used. The answer has usually lain there: there was something odd about the sample. If 

we carried on and did our own study, we would note the discrepancy in our own paper. Discrepancies of 

this sort provide a motivation for one's own work.   

177-Full Professor-Archival 

yes.  in fact the ability to replicate a study would be an exception rather than the typical situation.  i 

think it is often because of incomplete date descriptions in the original paper. 

178-Associate Professor-Archival 

As a PhD student I was unable to replicate a publication in a top journal. My advisor attributed my 

inability to replicate to nuances in the sample construction, and I accepted this. In future attempts to 

replicate papers, I have typically asked the original authors directly for code to determine exactly how 

the original sample and original variables were constructed. Replicating a paper from the information 

provided in the edited published paper, without details from the original authors, would be very 

difficult. 

179-Assistant Professor-Archival 

No 

181-Associate Professor-Archival 

Yes on several occasions. In most cases, the replication failed due to sampling differences (e.g., different 

time period or inclusion of observations with different characteristics). In some cases, I've footnoted or 
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highlighted any differences in my own published work if warranted. On a few occasions, I've contacted 

the original authors to get a better sense of why the replication failed. 

183-Full Professor-Archival 

Replications fail because researchers do not have access to the full methodology. For example, to outlier 

removal process, or to the exact code used in the analyses. Sometimes, variable definitions vary across 

studies (size based on total assets or sales).  

185-Full Professor-Archival 

Fairly often...my experience in conservatism and valuation studies is that empirical models and 

coefficients are extremely sensitive to sample composition and key coefficient results driven by 

relatively small subsamples. In several instances, using similar (but not identical) datasets, I have been 

unable to replicate observed and published results, sometimes actually obtaining contrasting coefficient 

signs. 

187-Associate Professor-Archival 

Yes, numerous times. Lack of proper description of tests, sample selection, and other procedures is 

often the problem.  

188-Full Professor-Archival 

I have attempted many replications. Most have failed. In many other cases, there is enough "secret 

data" that replication is not feasible. For example, I must have attempted to replicate about 5 papers in 

"conditional conservatism" and all but one failed (the remaining one seems to be a fairly mechanically 

correct result). In the not-too-distant past, a certain kind of "result" in conditional conservatism was a 

surefire way to get a "top tier" publication. 

 

I can think of three papers I have that naturally include replications of prior work. In two cases, we 

cannot replicate prior results in the slightest. In the third case, the result replicated is incredibly robust 

and no doubt a real phenomenon. 

 

I think many results in accounting research do not reflect real phenomena. Accounting research is 

largely about the rejection of null hypotheses, even though many of these null hypotheses are probably 

correct. 

190-Assistant Professor-Archival 

Sort of.  I replicated a paper before it was published (eventually in [JOURNAL]).  My results did not 

match but they were deemed close enough for the authors. 

191-Assistant Professor-Archival 

Yes. It was unclear why the replication failed. In the replication, all of the control variables had similar 

coefficients and statistical significance as in the published paper, and the primary variable of interest 

had a similar coefficient. But our p-values were in the .3 to .7 range, depending on the specification, 

while in the published paper the p-values were less than .05. 

 

We assumed the published paper "p-hacked" the result. Since the primary variable of interest in the 

published paper was a control variable in the paper we were writing, we left it in our model. 
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193-Assistant Professor-Archival 

Replicating other papers exactly will always be a difficult task.  As an author, I try to be as detailed as 

possible when outlining my data and methodology.  However, authors and editors clearly face binding 

space constraints, and often the methodology section seems to be trimmed in order to meet page limits 

making replication more difficult.   

194-Associate Professor-Archival 

We had successfully replicated one study, with almost identical results as the authors reported. But we 

know there is one important omitted variable. After adding this variable, the story changes substantially. 

Through replication, we know there was nothing wrong with the empirical analysis; the authors were 

limited by the data they had when wrote the paper. 

196-Full Professor-Archival 

Yes; we replicated [PAPER] and informed the [JOURNAL] editors that there results were window-

dressed (as well as being counter-intuitive) but they were completely uninterested in a short 

"correction" piece.  We published our replication and critique in [JOURNAL] ([PAPER]) as part of a 

longer article.  The problem is that others working in the same area simply quote [AUTHOR]'s claims 

taking these at face value and don't pick up the fact they are completely wrong. 

197-Associate Professor-Archival 

 

Yes, because of no access to the same dataset 

198-Associate Professor-Archival 

Yes. For a methodological paper, we were asked by a reviewer to replicate all or part of a published 

paper and show that our methodology would change inferences about such a published study. I, the 

programmer on the project, tried to replicate several published papers in top accounting journals before 

finding one that I could actually replicate. In the case of the one paper that I did replicate, I noticed that 

the results only held after including a rather obscure variable. This made me suspicious about the 

replicated study's findings. 

199-Full Professor-Archival 

Yes. I think the replication failed because the author cherry-picked results and was able to publish the 

ones that were significant. 

200-Assistant Professor-Archival 

Several failed replications, particularly when using more recent data to test findings from older papers. 

It is frustrating to try to overcome referees' and editors' concerns about various findings that are 

contrary to prior literature when prior literature was determined with information environments that 

are no longer in place. Further, econometric techniques were not as robust which may have led to some 

papers being published that would not be published today. I suspect that we don't know much of what 

we think we know. 

202-Associate Professor-Archival 

Yes, I have failed to replicate multiple studies of a certain author.  The replications could have failed 

because of inadequate description of the empirical procedures, so I did not do anything.  Reasonable 

doubt?!? 
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203-Associate Professor-Archival 

Yes, we have failed to replicate prior work. Original work may have used shoddy or inaccurate data or 

authors may have used too much discretion in deciding which data to include. 

205-Full Professor-Archival 

This is the problem in accounting by not allowing replications.  Author discretion in the reporting 

process or the elimination of information known only to reviewers and editors limits replicability.  

However, many times this is discretion on the authors part that reduces research quality. 

214-Emeritus Professor-Archival 

One of my students struggled to replicate a leading real earnings manage study on UK data 

We checked the data, programs and results many times 

215-Full Professor-Archival 

I have included replications of others' work as part of a larger article.  Others have reported replications 

of my own work. I encourage replications. However, a replication tends not to fail; rather the results are 

not always the same as the original article.There can be many reasons for a difference. Some editors 

allow the original authors to respond. 

216-Full Professor-Archival 

A PhD student and I tried to replicate a study currently under review, but we were unsuccessful. I 

suspect that the authors of the study did not disclose some feature of their sample construction or 

estimation process, and without such knowledge, we could not replicate. I do not believe that this was 

intentional on their part, just an omission. 

218-Full Professor-Archival 

Yes, multiple times. In one case I strongly believe most likely it is due to unknown discretion exercised by 

the authors. I didn't ask the PhD student to pursue further, but I start to discount the credibility of all 

other publications from the authors.  

221-Associate Professor-Archival 

This happens from time to time and mostly boils down to the inability to replicate the exact research 

design choices from the study in question.  Sometimes data availability becomes an issue as well.  When 

I cannot replicate a study, I ask other colleagues and/or PhD students to perform the replication and 

more often than not one of us is able to replicate the results. 

222-Assistant Professor-Archival 

Yes. Insufficient detail is the primary reason. I have successfully replicated a few studies where I would 

consider many of their choices to be highly questionable, but at least they were specified and replicable. 

223-Full Professor-Archival 

No 

226-Full Professor-Archival 

The studies we have failed to replicate use data that at the time of publication were considered 

proprietary. By the time there is open access, backfilling may have occurred, making proper replication 

impossible. Perhaps journals should require proprietary data to be sufficiently scrambled for 

confidentiality to allow for the data to be made publicly available, but leaving room for replication.  
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229-Associate Professor-Archival 

Yes 

231-Full Professor-Archival 

Indeed.  Not paying attention to the detailed descriptions of sample construction conveyed by the 

author.  [PAPER] and [PAPER] provide a great example of this innocuous type of non-replicability. 

233-Full Professor-Archival 

No, neither my Ph.D. students nor I have failed to replicate the findings of a published study.  I  question 

my own work first before I challenge the results reported in published studies.  With further testing I am 

often able to confirm previous results.   

234-Full Professor-Archival 

I have never been able to completely replicate an archival study. The information in the published paper 

is not sufficient to get an accurate sample reproduced.  

236-Assistant Professor-Archival 

As a PhD student, I was asked to replicate a published study. Although the study was fairly detailed in its 

methodology description, I was unable to arrive at the same number of observations (from archival data 

sources) and my replicated empirical results differed substantially both in magnitude and direction from 

those in the published study. I am still unsure why the replication failed, but I would like to believe that 

the source archival data had been updated (perhaps enhanced in quality) over time, even though the 

data was fairly old. 

239-Assistant Professor-Archival 

Several times.  There are at least two papers I know of that I have tried to replicate, and failed, and 

know at least one other (and in some cases three other) people that have tried to replicate the exact 

same paper, and failed.  On optimistic days, I assume the authors made some unreported sample 

selection choice, etc., that made replication impossible.  On less optimistic days, I suspect they made 

some coding error, or simply misrepresented the data. 

242-Full Professor-Archival 

Yes. Generally, it's because the version of the data tapes differ between the published study and the 

version we have available at our school. 

243-Assistant Professor-Archival 

Yes. I have tried to replicate a study and failed. I was unable to replicate the basic descriptive statistics 

so I believe a coding error to be the source. I re-examined my code to try and and see if I made a coding 

error but was unable to identify one.  

244-Full Professor-Archival 

This has been an issue widely discussed among accounting academics. I think the culprit most often is 

simply not enough information in the paper about the design, so that replicability without appealing to 

the authors for more information is not possible.  

245-Full Professor-Archival 

Yes. It is difficult since the sample selection may not provide enough details. 
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246-Associate Professor-Archival 

Yes, and I think this occurs because the precise steps and order of steps taken to obtain samples and 

conduct analyses is not disclosed; these factors influence results. Another issue is that Compustat back 

fills and changes data, which make replications hard.  

247-Full Professor-Archival 

Yes, we could not replicate an archival study; we asked for the original data, and we told not available 

anymore. The overall inferences were similar but the magnitude of the effect was quite different, when 

we tried to replicate. The explanation given to us was that Compustat definitions and measures are not 

constant, and vary over time. 

 

I myself have given complete access to my data on multiple occasions when contacted by others. In one 

instance, I was told they could not replicate our results so I asked my former Ph.D. student (who was a 

co-author) to provide them the complete dataset, and he did so; I did not hear back from the authors 

trying to replicate, so I assume they must have found the error in their data collection. 

 

It is about how much of a difference it makes. For example, in archival data one issue is -- do you use 

original data, or restated data. This alone (whether for financial statement items, or audit-related items) 

often can make some difference; the issue is whether it is material.  

249-Assistant Professor-Archival 

Yes. I think the primary reason for difficulty in replicating results is the absence of sufficient detail 

required for replication. There are many design choices that appear minor (and hence go undisclosed) 

but can have meaningful impact on the results. 

251-Full Professor-Archival 

It depends on what you mean by replication.  Making the exact same research design choices, I have not 

failed to replicate prior published research.  But then, how often does one make the exact same 

research design choices?  Usually the time period has changed, or the set of available data has changed, 

etc. 

 

In one instance, I got "better" results than a prior study, but I had a much longer time series of data and 

a sharper variable measurement, and I think the additional power mattered.  (Even then I got review 

comments questioning why my results were different from the prior study. In another case, I got 

different results than a prior study, but we were able to show that the switch happened around the 

implementation of a major regulation, and we provided a convincing explanation for why the regulation 

would lead to the flipped results.  Reviewers accepted that pretty well.  Finally, I coauthored a paper 

showing that while a prior study's primary results were literally true, they were of limited 

generalizability, and why they were of limited generalizability.  That was the hardest study to publish, as 

it was an unpopular message. Accounting researchers just do not wish to acknowledge the extent to 

which accepted wisdom may not be as generalizable as commonly thought.  My experience is that the 

only thing that is harder to publish than a replication, is a replication that does not replicate. 

252-Assistant Professor-Archival 

n/a 
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257-Assistant Professor-Archival 

Yes. I did nothing.It is impossible to publish replication papers so what's the incentive. 

259-Assistant Professor-Archival 

Yes, we have failed to replicate a rather controversial study in the finance literature (controversial 

because it shows a finding opposite to several/all other papers addressing a similar question). We have 

attempted to replicate using the same proprietary data source albeit with a difference of 3 years 

overlap. We attempted to follow the methodology precisely. We found expected signs but no 

significance on the coefficients. This was supposed to be just a first step to show coherence with the 

literature with subsequent analysis going into a different directly but because of failure to replicate we 

chose not to proceed. We have strong doubts on the validity of prior paper's findings and don't feel it's a 

good choice to build future research on finding we so question. However, given who the authors are we 

don't feel there is much to be gained by engaging in an academic confrontation (set of seniors in finance 

vs. juniors in accounting/finance).  

260-Associate Professor-Archival 

Yes. 

263-Associate Professor-Archival 

Yes. Replication is often an exercise in how close can you get? I don't believe it is (usually) due to 

deliberate obfuscation by authors. Rather, a paper that has been drafted, revised, and presented for 1-2 

years (or more), then subjected to the submission and review process at multiple journals for 2-4 more 

years (or more) is bound to have some opaqueness in its final version.  Did they continuous variables get 

winsorized at the 1% or 5% threshold? I had just this issue with a replication as a PhD student. I guessed 

a few things and actually did get a decent replication, but it was not clear in the paper what was done at 

each step of the way 

264-Assistant Professor-Archival 

There have been some studies that I've to replicate. I typically move on and don't think about this too 

much. I know there is a lot of discretion that goes into the research design itself that has nothing to do 

with purposefully misleading readers. For example, I once tried to replicate a study and my results were 

nothing near the published paper. A colleague then showed a few data filters that made the replication 

a lot closer to the paper. Sometimes these steps are not spelled out in the article, but many times what 

one researcher thinks is routine might not be the case for another. 

 

Some authors have been willing to share code or give some pointers, but this is a lot to ask, particularly 

when code gets stale and people forget why things were done.  

265-Assistant Professor-Archival 

Very often, myself or a PhD student is unable to replicate a study. I think this happens for a variety of 

reasons. First, I've had trouble replicating my own work, with my own SAS and STATA code, solely 

because Audit Analytics and/or Compustat's data has updated. This is particularly true when datasets 

overwrite previous identifiers (e.g., CIK), causing you to 'lose' observations because the latest version of 

one dataset has updated its common identifier, but the other dataset has not. More often, though, 

when trying to replicate someone else's work, I think it is because researchers fail to disclose all 

discretionary choices in coding. For example, how were databases merge (unique identifiers, fiscal year 

or exact fiscal dates, etc.?)?; how did the researcher account for duplicates in the data (e.g., Audit 
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Analytics has both originally filed opinions and opinions for restated filings)?; does the researchers 

change missing values to 0 or drop them from the sample (e.g., debt)?; does the researcher make any 

other cuts to remove obviously 'bad' data (e.g., the signature date of the opinion is before the fiscal year 

end)?; etc.  I like to believe that there is not a malicious reason I can't replicate something.  

268-Full Professor-Archival 

Yes, a [JOURNAL] paper. Failed to replicate the main results. We did not have an identical sample, so I 

could not point fingers, but the result was not robust. Filed our paper in the round filing cabinet on the 

floor and moved on. 

269-Full Professor-Archival 

Yes, this happens occasionally - even considering papers in the top journals. A recent example: We 

wanted to replicate an analysis of a published paper, as my PhD student and I considered the 

outcome/main conclusion as more rare than common. It just didn't seem intuitive to us. So my student 

implemented the paper's analysis in one programming language, I did it in another one. We discovered 

two issues. First, the paper did not report enough details of its analysis to make it truly replicable. 

Second, my student's and mine results were not equal but they were close to each other, and 

importantly they consistently produced results contradicting the main point of the published paper. 

Interestingly, an older working paper version of the published paper seemed to give results closer to 

what we found. Since I am not in the inner circle of top-editors, my student and I decided not to go 

public with this, but rather we try to use our knowledge in our paper (currently a WP) and try to write 

our paper as being not very related to the flawed published paper. 

270-Assistant Professor-Archival 

Yes. As have I, and I have heard about the inability to replicate many studies from others. Some studies 

appear to have this issue frequently. I believe one of the biggest challenge is in the methodological 

description provided in the paper. The description just isn't clear, and I suspect in many cases the 

authors use some of the discretion asked about earlier in the paper after having written up a description 

of the methodology and then don't fully revise the methodology to reflect those changes. So, one 

cannot read the methodology and just do what is written there. I fear that in some cases this is 

intentional because if disclosed the discretionary choice would not be defensible. Not doing replications 

is a big shortcoming in our field. Another, I believe significantly greater, shortcoming is that if one tries 

to do a study that is highly related to a published paper and needs to essentially replicate that paper in 

the process, the inability to obtain similar results is a death knell to the study. If one can't get the same 

results as the previously published paper there is almost no possibility of getting the new study through 

the publication process. As a result, while I and many others have been unable to replicate existing 

studies, their is no way of telling how often that has occurred or what papers it is an issue with most 

frequently.  

271-Full Professor-Archival 

A worked with a doctoral student who attempted to replicate a study and was unable to obtain any 

observations claimed by an author. When contacted, the author first allowed that the data were "in 

boxes in the garage" and that he/she would forward a few observations to guide our search.  After 

several months with no response, we contacted the author again. This time the author claimed the data 

had been destroyed in a fire and could not recall how a single observation was made.  The editor of the 

journal (a TOP finance journal) responded to our request for help by stating that implications of the 
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published paper would probably not change if some of the data were nonexistent.  The paper continues 

to be cited based on nonexistent data. 

272-Associate Professor-Archival 

Suggest my students not to pursue further.   

273-Associate Professor-Archival 

Yes. Contact authors and try and get code.   

 

Reason:  paper wasn't clear on exactly what was done and there was no posted data to bounce current 

data pulls against.   I could find the spirit of the results with the exact right combination of conditions on 

the data, but the overall inference was sensitive to exact steps undertaken. So the paper wasn't 

technically unreplicable at the end of the day, I just figured out how sensitive the results were.   

 

As a result I didn't pursue the idea with such a sensitive foundation. 

276-Full Professor-Archival 

yes, data changes.  

 

also tried to publish paper that had alternative results and it was rejected 

277-Full Professor-Archival 

Yes, we contacted the authors and got most of the discrepancies resolved. 

279-Full Professor-Archival 

More than half the time my replications fail or results materially differ. With archival data, researchers 

"should" be able to replicate prior work by sampling from the same period. However, this often doesn't 

work. I conclude  1) I can't follow instructions, and my results are bad, or 2) the instructions are 

incomplete/wrong, or 3) the reported results are not valid and my results are good. 

 

For some studies, the results don't replicate to a different period or setting. This is interesting to me, but 

not to editors, apparently. All replications die unpublished. 

280-Assistant Professor-Archival 

Yes, I have failed to replicate some published studies.  Some of these instances I believe are due to 

unintentional omissions by the authors, such as imprecise variable definitions in published papers due to 

space constraints. Other times it's due to difficulty in getting a perfectly overlapping sample due to hand 

collection constraints.  Sometimes I suspect it's due to databases having changed the underlying data 

over time (e.g., I/B/E/S).  Only once I was completely baffled about why I couldn't replicate some results 

with almost identical data.  When my replications failed, I generally abandoned the analysis.  

281-Emeritus Professor-Archival 

Not really.  Most researchers readily make available their data from published papers. 

282-Full Professor-Archival 

Yes. The study uses data that is not disclosed in the paper. They also do not define variables, so you 

can't replicate closely.   
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284-Assistant Professor-Archival 

A PhD student and I have recently attempted to replicate published studies and our success in 

replicating was mixed. We were most interested in replicating the results and then imposing different 

data restrictions and slightly modifying the construction of variables included in the multivariate models 

to understand how such design choices impacted the results. In one replication, we were able to 

replicate the result and then identify design choices that had significant impacts on the reported results. 

In another replication, we could not replicate all of the original results and found that the results held 

under limited conditions. We likely could not replicate some results because the research design choices 

were not clearly discussed in the paper, leading us to make choices that were likely inconsistent with 

those of the researchers, although we could not tell for sure. We used what we learned from our 

attempted replications to inform our own research, but did not discuss our replication efforts with the 

authors. 

286-Full Professor-Archival 

I haven't done so but our doctoral students in some of their coursework are required to do a replication.  

Not quite certain whether they are able to find the same results.   

288-Associate Professor-Archival 

Yes, many times. It is hard to conclusively pinpoint the source of the problem, especially in older papers 

(e.g., retroactive inclusion of additional firms by Compustat might be affecting the results). However, 

some papers (in top-3 journals) that I was unable to replicate look extremely shady -- e.g., the authors 

do not provide even the minimal details about their handling of outliers, screening for missing values, 

data items, etc. Many other papers can be replicated but the results are fragile (e.g., they hold only for 

some very careful choices of how to handle outliers). In general, I just move on to another paper.   

289-Full Professor-Archival 

Yes, I have. 

If the issue is important enough I communicate with the authors to understand better what may be 

going on. 

In some cases, I have coauthored with the original author (authors) to write a follow up paper. 

291-Assistant Professor-Archival 

No experience with this. 

293-Full Professor-Archival 

Yes. Wrote a proposal to examine the role of X in explaining Y given newly available data on X and 

theoretical arguments that the previously documented relation Z and Y is likely moderated by X. 

Purchased the data and thoroughly tested the empirical predictions but found very unstable and non-

robust empirical results on the predicted effects. Then abandoned the project given limited demand 

from journals for non-results and/or perhaps the theory was flawed in the first place. About two years 

later a paper got published in one of the top accounting journals asking the exact same research 

question but displaying "very robust" results across different measurements of Y that we could not 

corroborate. Explanation of the sample selection criteria, measurements, outlier corrections, etc. was 

very opaque in the published paper. Still we decided not to respond given journals' limited (previously 

nonexistent) demand for replication studies. 
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294-Assistant Professor-Archival 

First of all, I will go through a step by step checking process with my PhD student, such as the sampling 

criteria, sample data collection options available in databases, data definition selected in the databases, 

way of deriving variables, criteria of excluding outliers,  and run the models in STATA or SAS.  During this 

process, any differences or variations in data or definition  may cause different results.   

 

Second, I need to review my student's judgement about the above issues.  Variation between student's 

judgement and the published studies and the reasons behind are very important. 

 

Third, I will make decision on acceptance or rejection of student's results. 

296-Assistant Professor-Surveys 

Exact replication of studies using the survey method is uncommon. Sometimes partial replication occurs 

in the literature, and this is the case with some studies I have been involved with. It is not uncommon to 

find prior significant associations to be insignificant, and only occasionally are prior findings shown to be 

opposite in sign. I think these differences tend to be the nature and context of the sample (e.g. different 

industries) as well as different variables and interactions included in the model. 

297-Full Professor-Surveys 

I did myself fail to replicate a study by my PhD supervisor, one of those big untouchable US-names that 

still prominently figures on all the stages that I observe. At that moment I understood the game they 

wanted me to play, but I have kept my record clean and published less than I could. 

 

In all sincerety, I find this survey a typical sign of US double standards (in almost all aspects of life, 

including research). For one thing, how do you define 'quality'? How does the current promotion and 

placement system define 'quality'? The superstar model has brought us terrible US musicians to 

dominate that field of art. It cannot be that different in our tournament model, in which loud voices, and 

theoretical dominance determine the game. 
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What advice would you provide to editors and reviewers that would help them improve authors’ use 

of their discretion in reporting empirical research?   

5-Assistant Professor-Field Experiments 

Incremental contribution is a phrase that should be used with care. I don't believe the standards are 

consistent across methodologies.  

6-Assistant Professor-Field Experiments 

I think if we could somehow obtain earlier versions of papers that would help. Perhaps editors could ask 

for them. The risk is that authors would only submit previous versions that were close to the submitted 

version - e.g., if they had an original version that had a completely different set of hypotheses, authors 

would not want to submit it. Could journals somehow have the power to request all working copies and 

meta-data of author files? I think another way to improve things would be to come up with some loose 

guidance about what is or isn't acceptable and what needs to be disclosed - and what we should be able 

to live with. For example, we should be able to live with experienced and inexperienced samples of 

participants responding differently (the former as expected, the latter not at all) and we should 

encourage those results to be disclosed. 

7-Assistant Professor-Field Experiments 

none 

10-Assistant Professor-Field Experiments 

In field experiments to contact the companies that collaborated in the elaboration of the projects and 

check that the experiment was performed as declared in the paper. 

11-Full Professor-Field Experiments 

Ease up! The number of rounds at the top tier journals is just exhausting. On the other hand, desk 

rejections at [JOURNAL], for example, illustrate signs of bias in terms of authors who don't come from 

the "right" schools. I've got desk rejected there and then ultimately accepted at an equal quality 

journal...that stung because I feel like [JOURNAL] and [JOURNAL] aren't really even a possible 

publication outlet for me and my PhD students, which is a real problem in terms of tenure and 

promotions. 

13-Full Professor-Field Experiments 

Try to stay true to the authors' original intent. If empirical findings result in the need to make wholesale 

changes to hypotheses or theory, I believe it is best to reject the paper and encourage the authors to 

reconceptualize the project before resubmitting.  

15-Assistant Professor-Field Studies 

Be skeptical, and ask authors to provide additional analyses. 

 

In general, I do not like papers that have one or two tables and show a single regression in each of them. 

I think that it is important to report multiple regressions, with different controls and/or estimation 

methods, to show that the results are robust and have not been cherry-picked. 

17-Full Professor-Field Studies 

Always make sure the full instrument is available to editors and reviewers and not just a subset of the 

instrument reported in an appendices or within the text of the paper. 
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Assure detailed discussion is provided on why any data was excluded and the rules for exclusion. 

18-Full Professor-Field Studies 

provide copies of transcripts, interview protocols and other forms of data  

20-Assistant Professor-Field Studies 

Take great care to match editors/reviewers with researchers who have positivistic vs. intepretive 

preferences for field research (or ensure editor/reviewer openness to both) 

23-Full Professor-Field Studies 

Full disclosure and report non results in supplemental analysis available online 

25-Associate Professor-Field Studies 

I find this very difficult. The story is not much different from dysfunctional behavior that managers in 

companies show. You know that incentive and evaluation systems trigger this behavior. In addition in 

the long run most dysfunctional behavior will become visible but then the demage is already done.  

30-Associate Professor-Field Studies 

undertstands a range of approaches, and what constitutes rigour in those approaches.  

31-Full Professor-Field Studies 

I think things are working fine. 

33-Full Professor-Field Studies 

Reduce reliance on p-values. (avoid "p-hacking") 

34-Full Professor-Field Studies 

I would suggest trying to explicitly acknowledge the discretion inherent in the reseach process. This 

means that the author's decisions should be as transparent as possible but that the fact that the author 

made a certain choice should not be criticized per se.  

36-Assistant Professor-Field Studies 

Editors and reviewers should express openness to well-established null results. They should solicit this 

type of reporting. They should also solicit replication studies. Registered reports could help. Editors and 

reviewers should also welcome papers that corroborate past results.  

37-Full Professor-Field Studies 

Research is always a series of important choices, so researcher's discretion is a natural part of this kind 

of work. The question really is, as seemed to be the reasonable starting point of this questionnaire, 

whether the discretionary choices made make sense and are warranted - or not. It all comes down to 

researchers' and evaluators' professional quality and ethics. 

38-Assistant Professor-Field Studies 

Self reporting - completion of a form to upon submission relating to the sanctity of the data. However 

revisiting hypotheses and theory is to be expected and surely not a negative.  

41-Emeritus Professor-Laboratory Experiments 

Disclosure is important here. There are good arguments for not clogging papers with all the alternative 

measures and subsamples and so on. But this kind of thing can go into an online supplement. Lots of 
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people will never look at it, but I think the mere fact that it's published somewhere--that you have to 

write down and show to someone how you exercised your discretion--can make authors think twice 

about exercising it in too self-serving a way. Of course, in principle, authors could simply not disclose 

measures and data they didn't want to see in the paper. But I think if a few explicit questions were 

asked--e.g., "Have you run other versions of this experiment?"  "Have you run other tests ...."--there 

would be some reluctance to lie outright, whereas it's relatively easy just not to include some things in 

the final version of the paper (space considerations, after all!  editors always want it shorter!). 

42-Assistant Professor-Laboratory Experiments 

Do not ask authors to rewrite their theory as if they had always expected it. Intellectual honesty of a 

unforeseen outcome, that can be explained by an ex post theory and supportable by data is not a fault 

of the experiment, but a reinforcement of legitimate tension in the study. 

43-Assistant Professor-Laboratory Experiments 

Documentation and transparency are important attributes of accountants and auditors.  We, as 

accounting researchers, should also highly value these.  Choices are made all of the time, but we just 

need to forthcoming about them. 

44-Assistant Professor-Laboratory Experiments 

I think coauthor teams should give a report on whether any tests or samples or experiments (including 

pilots) were redacted from the paper and why. I think that at the very least, in the footnotes or in the 

back of the paper, experimental coauthor teams should be required to report a summary of the data 

collection iterations they went through. I don't know how one would force them to be honest about 

this, though. 

46-Full Professor-Laboratory Experiments 

Editors and reviewers should be less fixated on having supportive evidence for every hypothesis. 

Sometimes I get comments that I don't master my theory simply because the hypothesis test is 

insignificant. This increases incentives to provide evidence for every hypothesis pretty strongly. 

47-Full Professor-Laboratory Experiments 

Editors and reviewers should NEVER evaluate an experimental paper's publication potential based on its 

results. They should focus only on contribution, validity of the argumentation behind the hypotheses, 

and validity of the research method /experimental design and procedures.   

49-Full Professor-Laboratory Experiments 

Interesting Non-results are acceptable and research questions are sometimes best - that would go a 

LONG way to getting to what the data is REALLY telling us. 

50-Full Professor-Laboratory Experiments 

Be wary of studies that drop observations from participants who "fail" manipulation checks. 

 

Encourage and reward after the fact discussion of alternative explanations of findings.  It sometimes can 

be okay if more than one explanation is plausible, so long as the likelihood of the theorized explanation 

is greater after than before the experiment.  The idea that one (or two) experiments can and should rule 

out all possible causes is too high of a standard.  Get the paper published and let the literature build. 
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Reward replications within a paper.  For example, if an experiment 2 not only adds a new level of a 

manipulated factor or new factor, but also includes multiple experimental conditions from experiment 1 

-- reward and extol the value of the replication of key findings in those common cells!  Too often 

reviewers treat only the "new cells" as the incremental contribution of a second experiment, when the 

replication of old cells is just as (more?) impressive in many cases. 

 

Do not fixate on "magical" p-values. As Rosnow & Rosenthal, say,  "...surely, God loves the .06 nearly as 

much as the .05"  Editors and reviewers are often guilty of over-emphasizing these cutoffs, leading to p-

hacking.   

51-Assistant Professor-Laboratory Experiments 

As much as possible, push for replications (even if by the same authors). 

54-Full Professor-Laboratory Experiments 

Reviewers and editors need to carefully look at instruments that are submitted with the paper. In a 

number of instances, the description in the paper did not match the instrument or important 

components are missing from the description. 

58-Full Professor-Laboratory Experiments 

Authors could be encouraged to disclose any data collection from the beginning of a project. However, 

this is already done as it relates to pilot-testing. There have also been situations where reviewers have 

suggested rewriting the hypotheses to better fit the data or results.  

60-Associate Professor-Laboratory Experiments 

Clearly indicate what is and what is not acceptable. 

61-Full Professor-Laboratory Experiments 

Try to evaluate the paper for what it is not what you want it to be.  Often the main findings the authors 

present are interesting, even if we do not fully understand what those findings mean. It always takes 

more studies and different designs to fully understand.   

 

Recently, I have gotten a lot of push on the theory front to explain results.  I totally acknowledge the 

primary role of theory, but there are times where it is not clear what theory explains the findings.  

Often, it is not so much the primary findings that are an issue, but more the secondary findings that 

referees want fully explained.  But these findings often cannot be fully explained because they were not 

the focus of the study.   

65-Associate Professor-Laboratory Experiments 

I don't understand why we don't have archival researchers submit their SAS or SPSS code along with 

their manuscript. They're drawing from publicly available databases. I should be able to download their 

dataset (based on the description in the methodology) and run their code and get their results. We're 

not curing cancer here or developing a new form of string theory, we're running regressions, adding, 

and subtracting. There is nothing so proprietary in our analyses that we shouldn't bring our methods 

into the sunlight.  
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66-Full Professor-Laboratory Experiments 

I think that we should be fully transparent. For example, when MCs are present, I suggest reporting the 

results with and without the MCs. 

69-Full Professor-Laboratory Experiments 

As long as the papers addresses an important question and limitations ate properly stated, allow 

authors to write their papers. 

71-Full Professor-Laboratory Experiments 

First, transparency would fix a lot of problems. If editors and reviewers would allow the messiness of the 

research process to be made apparent, without pretending that all of our studies work out perfectly on 

every hypothesis, then the incentives would be removed to use discretion. Until we, as reviewers and 

editors, take the position that we are seeking value in research and that it may take some work to get 

there, nothing will change. 

 

I would also recommend to editors that they establish mechanisms within their journals to allow for the 

reporting of unsubstantiated hypotheses through some form, such as submissions letters. 

73-Full Professor-Laboratory Experiments 

I am a fan of the registered report process. Tell readers what was originally proposed, the outcome of 

that specific proposal, and then separately what additional analysis was done. Transparency is the key. 

75-Associate Professor-Laboratory Experiments 

First, stop trying to rewrite authors' papers. Review for validity and let it go. Some bad papers will get 

published. That's OK.  

 

Second, allow a diversity of approaches to answer a question, rather than dogmatically and arbitrarily 

requiring or disallowing certain practices. 

 

Third, let A LOT more stuff get published and let the cumulative weight of evidence over time carry the 

day. It's not like keeping research "high quality" by setting the bar ridiculously high has made accounting 

research "relevant." NOBODY else reads what we write, and the effects on people's lives when they 

can't get tenure are costly. Let's open the floodgates at "top" journals and see what happens. It can't get 

worse, really. 

76-Assistant Professor-Laboratory Experiments 

As a reviewer, I am skeptical when not provided with all of the details with regards to deleted 

observations and the full instrument. I am always supportive of researchers who admit to one failed 

hypothesis and like that it is included, often with discussion of what could have happened there. 

78-Associate Professor-Laboratory Experiments 

They should make it as clear as possible that these are at least very questionable acts in research. 

Authors who did any of these should fully disclose the whole decision process.  

79-Full Professor-Laboratory Experiments 

Ask more questions! Omission is easier than commission - and I do believe that most authors will not lie 

by commission even though they may neglect to disclose the discretion they use. 
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80-Full Professor-Laboratory Experiments 

Be aware of hindsight bias. You know the results, but the author did not know the results at the time the 

study was designed. 

83-Full Professor-Laboratory Experiments 

Some things are not reported purely due to space limitations imposed by the editor. In addition, when 

authors use discretion to not disclose some parts of the study that "did not work" this is often because 

reviewers in accounting are not patient with "messy" results. The reviewers seem to only want to 

approve studies for publication that are (or at least appear to be) perfectly designed a priori and provide 

exactly the results predicted 

84-Full Professor-Laboratory Experiments 

I think accounting researchers need education on what ways are ethical and unethical ways to use 

discretion, including editors and reviewers.  I think not enough about these issues is understood. 

Perhaps your paper will provide a good start. 

85-Full Professor-Laboratory Experiments 

This is a tough one. It's almost impossible to ask a researcher to report all possible hypotheses or 

variables they considered or ran as part of their statistical analyses. Such a report cannot be audited. 

The only idea I can come up with is rather draconian, but it would be to require researchers to submit 

their designs and hypotheses before running their analyses or experiments. I can't see this working very 

easily, but perhaps if a journal were to commit to a researcher that based on the design and interest 

factors alone, the journal would publish the results of the study, then you might end up with better 

quality and more sound science in the long run. 

86-Assistant Professor-Laboratory Experiments 

If we really wanted to increase transparency in research, we wouldn't penalize authors so much for 

failing to support a hypothesis. We should try learning from it instead. Unfortunately, that isn't the 

attitude that authors perceive in the review process, which often feels very antagonistic with reviewers 

simply looking for reasons to reject rather than ways of advancing knowledge or improving a paper. 

90-Full Professor-Laboratory Experiments 

Some forms of discretion can be difficult to detect (e.g., "hark"ing) but I think editors and reviewers can 

be more proactive with the detectable forms (e.g., reported omission of outliers). For example 

requesting authors to report results with all observations included (perhaps in an online supplement) in 

addition to results with outliers excluded would be easy to implement. There is far too much ambiguity 

in statements such as " results are qualitatively similar when we include the outliers" so authors need to 

be more accountable for reporting the actual findings. 

91-Associate Professor-Laboratory Experiments 

Because reviewers and editors appear to be unwilling to accept for publication papers with partial 

results or theoretical foundations that aren't entirely solid, author teams may feel pressured to exercise 

discretion to "clean up" papers prior to submission or during the review process.  -- If the academy 

hopes to increase discretion used to improve quality without the use of discretion solely to improve the 

chance of publication, then reviewers and editors at top-tier journals should be more willing to consider 

publishing papers that aren't as "perfect."   

110



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

95-Full Professor-Laboratory Experiments 

Registered reports seem like a very interesting way to go. 

96-Full Professor-Laboratory Experiments 

I believe the editors and reviewers and our culture are the problem. If we allowed studies to get 

published with mixed results or with some aspects that didn't turn out as planned, we would learn more 

and have more to investigate in future studies that tried to sort out why this occurred. The problem is 

that the people who do these practices the most often have a lot of publications and then become the 

decision makers, so they don't see any problem with our field's conventions. 

98-Assistant Professor-Laboratory Experiments 

Acknowledge the bias against null results and the practice of reviewers demanding perfection from 

results, and reverse these trends. This includes ending resistance to publishing multiple studies, which is 

conventional in other fields. I would like to see editors act more like editors--e.g., taking principled 

stands--and less like advocates for reviewers / summarizers of review reports. Finally, please take a 

stand against selective sample reduction.  

99-Full Professor-Laboratory Experiments 

Be mindful of the role of checks and balances you play. Consider reviewing the results of data collected 

but not reported in the manuscript under review. 

100-Assistant Professor-Laboratory Experiments 

Abandon p = 0.05.  And stop perpetuating the belief that learning is valid at p = 0.05, but is not valid 

above p = 0.05 

101-Associate Professor-Laboratory Experiments 

Allow for failed hypotheses. No one has perfect foresight in their experimental research. 

102-Associate Professor-Laboratory Experiments 

Journals in general should be more option for replication research. Replication is an essential 

component of establishing trust in the documented research results but replication studies are very 

difficult to publish because they are not 'new' enough. Good research should be new and reliable. 

Editors and reviewers are pushing authors to increase the reliability of their results by asking an 

enormous amount of additional analyses, additional experiments,.... It seems that reviewers and editors 

forget that establishing reliability is also the responsibility of the community through replicating earlier 

studies. At this moment, editors and reviewers behave in such a way that nobody has any incentive to 

examine the reliability of published results through replication research. 

103-Associate Professor-Laboratory Experiments 

As I have indicated in my earlier responses, I believe authors should provide strong theoretical reasons 

for their use of discretion in reporting results.  

105-Associate Professor-Laboratory Experiments 

The main thing is to value and reward high quality scholarship (easier said than done, I know!).  The 

review process has a distressing random element, where even very good work often has trouble finding 

a high quality home.  I think the results of this randomness is that the faculty who continue to publish 

often view the publication process as "a game" that can be won with certain strategies.  Faculty who 

view research through a purer "knowledge creation" lens get discouraged and stop publishing.  So 
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you're left with many more "win the game" faculty and more of the behaviors you describe in your 

survey. 

 

At a more micro level, I think there should be more attention paid to theoretical development.   Solid 

theoretical development helps prevent the "write the hypotheses after running the experiment" 

problem.  Also, if you have solid predictions going in, there's less reason to fiddle with the data later 

because the data will generally support the prediction (and, if it doesn't, the lack of support is still 

interesting, because you've developed it so well).  Currently, it almost feels like you don't want to do a 

good job developing your theory -- if you're thorough in your development and write it well, you will 

almost always get the criticism that your effect is obvious. 

107-Full Professor-Other Methodology 

As a starter, be much more demanding on the level of specificity of variable definitions and sample 

selection. Sometimes replication is impossible simply because the variable definitions and sample 

selection procedures are not conveyed in all required detail. 

108-Full Professor-Other Methodology 

1. Be more upfront that we largely provide descriptive evidence (particularly in archival data) and that 

there is little to no tension in the work.  

 

1A.  Be more tolerant of results that don't "work." If we are so confident in our hypotheses that they can 

never be "wrong," why test them in the first place? 

 

2.  Provide full-sample results to the reviewer, as well as results with alternate measures. Have a section 

on robustness and post results in an online appendix.  

 

3.  Provide reviewer with access to "proprietary" data so that they can figure out the extent of 

massaging that has taken place. 

109-Full Professor-Other Methodology 

Disclose disclose disclose.  Blather less and give us the analogue of a lab journal.  PhD Students should 

be able, based on the description in the journal, to replicate the paper.  IF they can't then the article was 

missing something important or was not accurate. 

110-Associate Professor-Other Methodology 

Be a little more flexible with the length constraints on the second round, when authors are trying to 

address numerous reviewer comments.   

114-Associate Professor-Other Methodology 

I am at a loss.  We may have to live with the discretion. 

115-Assistant Professor-Archival 

In my view, authors should be required to provide all data and codes to the editors and reviewers when 

submitting a paper. After acceptance of the paper, all data and codes should be published through the 

journal's website. I understand that there are legal restrictions when it comes to publishing data but I 

think these can be addressed, at least to some extent (e.g., by providing firm identifiers when using data 

from commercial databases). 
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I think that the newish data policy of [JOURNAL] is a step in the right direction. However, the 

supplemental material (i.e., data and codes) that has been published so far differs greatly in quantity 

and quality across papers. 

116-Full Professor-Archival 

It seems to be a classic agency problem. The incentives are overwhelming to publish in a top journal, to 

the point of being ridiculous. For example, whether a junior faculty member can permanently relocate 

her or his family to a specific region, to some degree, falls under the control of a small set of journal 

editors. Until we find some balance on our research production requirements, you will have major 

incentives to manipulate results. I cannot think of any credible means to police this. Even requiring code 

to be turned in with the paper would not prevent a "scrubbed" code submission that attempts to 

remove all of the potential permutations that might not be kosher.  

117-Associate Professor-Archival 

Discretion should be exercised more carefully - disclosure should be encouraged. 

119-Assistant Professor-Archival 

Editors/reviewers could force authors to be clearer when describing data. Or publish replication studies 

that obtain different results. 

122-Assistant Professor-Archival 

Encourage authors to report the results of tests that do not work to provide the reader a better 

understanding as to the setting in which the hypothesis holds. We, as authors, are so afraid this will lead 

to rejection. So if editors and reviewers could be more clear in their correspondence with the authors 

that they would like so see X, Y, Z robustness tests, but that the decision is not contingent on finding 

results for every test, then I think authors would be more willing to be open about their design choices. 

Clearly, if the authors have found the one specifications in which results hold, then the results of 

requested robustness tests could lead to rejection. However, I believe, in general, that most authors are 

not submitting papers to top journals that work in only one specification. In these cases, giving readers a 

better idea of what works and doesn't work will improve the inferences we draw from the paper. 

123-Doctoral Student-Archival 

I basically don't believe any accounting studies' results anymore. However, I believe they are still useful 

because they make me aware of theories and institutional settings that I haven't thought of before or 

have only thought of in a certain way. So I still feel like I'm learning even if the majority of 

regressions/experiments are wrong, or at the very least biased. I would recommend editors and 

reviewers take the same approach, appreciating studies that raise new ideas but always with a large 

grain of salt. 

124-Full Professor-Archival 

I would like to see more sharing of datasets and code 

127-Full Professor-Archival 

Don't be biased against a plausible null.  Check the data & sample selection criteria very carefully.  

Consider requiring authors of accepted papers to publish their data, soup to nuts.   
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130-Full Professor-Archival 

That possible additional analyses intended to improve the reliability of inferences ALL be reported (at a 

minimum as footnotes). So editors/reviewers should think through what they think are appropriate 

additional analyses and insist authors conduct them and report them in the paper. 

132-Assistant Professor-Archival 

Make greater use of online appendicies and have a greater willingness to publish none results. 

133-Assistant Professor-Archival 

Some additional results demanded by reviewers are well thought out and necessary for making the 

paper's test results more coherent and convincing.  

 

However, there are a certain type of test results that are asked for only because the reviewers are 

curious about them, or strongly believe that data should behave in a certain way. If an editor could 

identify those cases and make it upfront that the advancement to the next round is not necessarily 

contingent on getting those results for the sake of satisfying reviewers, it might help.  

134-Associate Professor-Archival 

Focus more on economic significance of results and out-of sample evaluation of models to reduce the 

risk that researchers report results based on over-fitted models that are likely to contain many false 

positives (which is especially problematic if researchers use discretion and look at the results before 

determining their research question/hypothesis). Also encourage authors to publish results that fail to 

confirm hypothesized relations, especially when the results are in the opposite direction or highly 

insignificant - these are often the most interesting results that can also be important for future research. 

When examining statistical significance, examine the raw t-stats/p-values rather than worrying about 

cutoffs (e.g., &lt;0.05 for significance). 

135-Associate Professor-Archival 

Require requests for additional analyses made by reviewers to be tabulated, so simply to say results are 

"qualitatively similar." 

138-Archival 

Require stronger theoretical motivations for empirical tests. 

 

Publish greater numbers of shorter manuscripts so that there is room for replications, especially of 

â€œimportantâ€• results. 

141-Full Professor-Archival 

Editors and reviewers should ensure that authors clearly and meticulously explain as many data choices 

as possible, in each archival research paper.  Although tedious, it is critical for authors to discuss all data 

choices undertaken during the research process, so that future researchers can successfully replicate 

and learn from prior research findings. 

142-Assistant Professor-Archival 

Provide code for every step of the process. 
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143-Assistant Professor-Archival 

If you want to see a specific test/result please request.  Being specific in your requests helps eliminate 

the bad type of discretion. 

145-Full Professor-Archival 

Reviewers should review the paper that was written, not requesting additional (usually cross-sectional) 

hypotheses to "strengthen" the paper's impact. Accounting research was built on short, focused papers 

that asked simple important questions. Then, other papers extended the work by investigating 

conditioning effects and discovering the boundaries of the results. 

The current state of accounting research in which reviewers force a single paper to answer multiple 

questions and reject papers because not every analysis and measurement method works out has not 

resulted in greater quality (and probably leads, to some extent, to the incorrect use of discretion).  

  

Editors should return to the days of "red-lining" reviewer reports to remove unnecessary robustness 

analyses and other additional tests. They also need to accept well-designed papers regardless of the 

results. 

146-Associate Professor-Archival 

Well, this is a long conversation. Nothing will improve until editors stop being obsessed with perfect 

'consistency' in every result in a paper. You often read papers that are so 'ridiculous' in that every single 

result works perfectly, perfectly fits with the rest, every agent immediately processes complex info 

perfectly, etc. so that the story becomes a simple perfect story 

 

this is not the reality of the world, the reality of data. Acceptance of this imperfection would lead to 

more transparent studies showing that works and what doesn't, studies raising more questions rather 

than providing perfect answers, with the reader making his/her views on what to learn from it. But the 

current publication/review process forces each paper to be THE conclusive paper on a given topic where 

every partition works as expected etc. (of course only the partitions shown by the author etc). 

147-Assistant Professor-Archival 

Be as transparant as possible. 

148-Full Professor-Archival 

Publish replications. Ex post settling up inform the profession in a public manner of lack of replicability. 

150-Full Professor-Archival 

Registered reports; replication sections in main journals; 

151-Associate Professor-Archival 

Codes should be submitted for review, and possibly even be published with the paper. this will promote 

meticulous coding and elevate the importance of this skill. Coding is hard, and requires a variety of 

choices. Often, these choices are not even known by the authors themselves, as coding is sometimes 

delegated to cheap labor of Ph.D students.  

152-Associate Professor-Archival 

FULL DISCLOSURE of choices, justification of choices, and reporting of spec checks where the choices are 

not clear cut. 
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Publish replications, including those that do and those that don't confirm prior findings. 

155-Assistant Professor-Archival 

Asking for tabulated reporting of sensitivity analyses. 

156-Associate Professor-Archival 

Require an explanation (in a footnote or table) of how the sample was determined and why - in detail - 

certain firm-year observations were excluded. 

157-Assistant Professor-Archival 

I don't see a clear solution to this issue. Perhaps there should be a rule upon initial submission to each 

journal that the analyses be performed through at least the fiscal year ending in the prior calendar year. 

So everything submitted in 2017 uses data through 2015.  

160-Associate Professor-Archival 

Provide journal space for replication studies, discussions and replies as used to be the norm some 

decades ago. 

161-Associate Professor-Archival 

Editors and reviewers need to be more vigilant of research design choices and ask the authors to 

provide not just robustness tests that support their research design choices, but sensitivity tests that 

show the conditions when they do not get a result (or even the opposite result). Otherwise, there is an 

inherent bias to reject the null, by not reporting sufficient null results. In regression results, reviewers 

should be vigilant to understanding that the inclusion (or exclusion) of critical control variables can 

change the sign or the significance of variable of interest.  Reviewers need to request authors to 

demonstrate the sensitivity of their regression analysis to the inclusion (or exclusion) of control 

variables, and to logically  defend their choices, and state the limitations in the published paper. 

 

Journals should also be sensitive to adjusting p-value thresholds for sample size. Is a p-value of 0.05 

really appropriate as a critical value for a sample size of 100,000?  The statistics literature shows how to 

adjust it, but I rarely see it being used. 

163-Associate Professor-Archival 

Archival: 

Ask for the SAS/STATA/etc. code and have a reviewer examine this in conjunction with the paper itself. 

 

Behavioral: 

Require the entire set of variables collected in the experiment be reported by the researchers.  

164-Assistant Professor-Archival 

I would ask that authors provide a separate document as part of journal submission that highlights, in 

detail, all sample selection criteria and all other cross-sectional test or other specifications run that 

didn't generate positive results.  Then as part of the review process the editors and reviewers can ask for 

anything of relevance to be added back into the paper and it also provides some incentive to authors to 

provide the info without impacting the overall flow/length/quality of papers.  
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169-Assistant Professor-Archival 

Be open to non-significant results. If 40 out of 45 tests end up supporting the hypotheses, what's more 

likely - the 11% that didn't work suggest the whole study is in doubt or the 89% that did work suggest 

the findings are reasonably informative? 

 

Moreover, encourage authors to include those results and provide some avenues for future researchers 

to think about how to analyze and reconcile those results. 

171-Full Professor-Archival 

See [PAPER]. 

173-Full Professor-Archival 

Be more open to insignificant results. Truth can often be boring. Surprises are often wrong.  

174-Full Professor-Archival 

Increase use of web-based databases for additional analyses and robustness tests. 

175-Full Professor-Archival 

I think editors and reviewers are a pretty sceptical bunch. Indeed, they tend to do the same thing in 

reverse when reviewing papers: look at the results and then try to consider alternative explanations. 

Indeed, one could argue that they might be too inclined to do this. It would be interesting to consider a 

review process where papers were presented with hypotheses, statistical method set up and data 

sources, but no results! They would then have to focus on the design issues. It would also have the great 

advantage of dealing with the overstatement of the incidence positive results: researchers feel that null 

results studies will not get published and so search desperately for them, either by changing the 

hypotheses ex post or culling data that don't fit. Only when the paper passed the above design test 

would the results be reported, when there could then be a further round. 

176-Associate Professor-Archival 

Not make such hard cut-offs at 5% and 10% significance levels. Making such hard cut-offs provides 

incentives for a research that initially obtained a p-value of .051 to make discretionary decisions that are 

unnecessary. 

178-Associate Professor-Archival 

We work with multivariate regressions. Expect weak results. Expect one out of three analyses to be 

weak. Question researchers who present an entire study of only very strong results. Recognize that 

incentives drive behavior. 

179-Assistant Professor-Archival 

Accounting researchers just follow empirical methods in prior papers published in top accounting 

journals without careful thoughts. I have never seen cross-country accounting papers based on 

exogenous events such IFRS, which controls for country-specific time trend. Not controlling for country 

specific time trends would lead to biased estimates of a key variable, say, IFRS. In difference-in-

differences design, common trend assumption is important.  Editors and reviewers should pay attention 

to this, since policy changes are important issues in accounting. 

181-Associate Professor-Archival 

Editors and reviewers need to be more accepting of papers that find no support for well-grounded 
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predictions or commonly-held expectations. There is a general belief in the academy that "no result" 

papers are difficult to publish, leading researchers to exercise discretion to find significant results. 

183-Full Professor-Archival 

Ask authors to submit data files and code. 

185-Full Professor-Archival 

Full disclosure....more attention paid to preliminary data analysis and descriptive. My work with 

economists has shown me that they pay a lot more attention to the properties of the raw data prior to 

statistical analyses and spend considerable time analysing patterns, trends, etc. before performing 

hypothesis tests. 

 

Moreover, our empirical models are often weakly grounded, especially w.r. to valuation studies. Again, 

economists use more advanced tests to assess the adequacy of the empirical models. 

187-Associate Professor-Archival 

Push researchers to explicitly disclose their discretionary choices.   

188-Full Professor-Archival 

I think the fiction of Fisher-style hypothesis testing has to be discarded entirely. One the field recognises 

that most work is descriptive and exploratory in nature, it should be possible to do much better research 

into real phenomena rather than "telling stories about correlations" that is the dominant pattern in 

contemporary accounting research. 

190-Assistant Professor-Archival 

I think more online sensitivity tests might help.  Just the act of tabulation could be a good step. 

191-Assistant Professor-Archival 

A good idea, well executed, with mixed/weak empirical results, often does not get published.  

A mediocre idea, well executed, with strong results, often gets published. 

 

At the risk of being obvious, until journals are willing to consistently publish papers that have weak 

empirical results (but are otherwise very well done), don't expect researchers to change their behavior.  

192-Associate Professor-Archival 

I think this is an important ethical question that should be addressed while researchers are in their PhD 

program (and probably needs to be re-addressed throughout his or her career!).  But it is difficult to 

know where "the line" is in terms of using discretion to improve a paper vs. using discretion to mislead. 

194-Associate Professor-Archival 

If accounting journals can publish a large number of papers as natural science disciplines do, then we 

may have some papers based on replications get published on decent journals. Thatâ€™s the best way 

to discourage reporting empirical results selectively. 

197-Associate Professor-Archival 

 

Allow for more space to explain results 
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198-Associate Professor-Archival 

For empirical archival research, I think it would be beneficial for authors to have to provide (online) a 

subset of their data - maybe just 10% of the sample. I do think it's too onerous to ask and expect authors 

to provide their entire dataset. 

200-Assistant Professor-Archival 

Publish 'no-result' papers. 

203-Associate Professor-Archival 

Editors/reviewers should be comfortable with "null" results from well executed research. 

205-Full Professor-Archival 

Clarity on the part of editors and reviewers about what information is provided.  We are being tasked 

with substantial additional analyses that push manuscripts beyond acceptable page limits.  There is likely 

the need for more complete questions by editors and reviewers as well as the authors who are 

responding. 

207-Assistant Professor-Archival 

Actively look for, and carefully assess, the discussions provided by the authors regarding their research 

choices with respect to the selection of the sample, measures, and analyses. On the other hand, I think it 

would be very difficult, if not impossible, to identify whether the hypothesis (and the underlying theory) 

is laid out before the results are observed or it is the other way around. To address this, some sort of 

two-stage evaluation of a research study (something like what [JOURNAL] proposed before) has to be 

implemented. 

208-Full Professor-Archival 

higher acceptance rate for "non-results", they might also be interesting 

209-Full Professor-Archival 

Get rid of peer review. All bad author incentives arise from an attempt to satisfy peers whowish to 

perpetuate the status-quo. 

211-Full Professor-Archival 

I believe it is common for a new area of research to establish a set of "rules" for work in the area. For 

example, accrual anomaly papers generally define accruals the same way, exclude certain industries 

(e.g., financial institutions), and use similar ways to rank firms. It would be helpful if editors and 

reviewers asked researchers in a new area to be very clear on what their "rules" are and to show how 

results are affected by these rules.  

 

For example, a recent line of research uses EDGAR data as a proxy for information acquisition. One 

research choice in this area is how to separate EDGAR requests by humans from EDGAR requests by 

"web bots", i.e., automated requests. There are several different ways to identify automated requests 

and editors/reviewers should probably ask researchers to defend their choice of method or show results 

using different methods. Eventually, it is proper for the literature to settle on the "best" method (if that 

is possible) but, early on, it is good to consider more than one method to avoid authors choosing the 

method that gets them the best results. 
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213-Associate Professor-Archival 

Base feedback on facts, not personal preferences. 

214-Emeritus Professor-Archival 

treat multiple interactions with grate scepticism? 

215-Full Professor-Archival 

The editor and reviewers need to pay careful attention to the choices made and request robustness 

tests for alternative choices if relevant and appropriate (or request the data to conduct the tests 

themselves). 

216-Full Professor-Archival 

Acceptance is too dependent on significant results. Important research questions that fail to reject the 

null rarely get accepted. Researchers' behavior won't change until this fact changes. 

218-Full Professor-Archival 

It is integrity and professional judgement issue which one has to keep under the publication pressure. 

Nothing you can really do.   

 

If we can, we should promote true scholarship in various occasions and give the opportunity of 

publishing some replication studies. 

221-Associate Professor-Archival 

Providing access to the final data set and the code that shows all the results is the best formula for fully 

understanding discretionary choices in empirical research.  This provides the incentive to be careful 

from the outset as well as providing an ex post way to assess the research design choices.  Empirical 

research is full of discretionary research design choices, with most researchers making choices that they 

believe are reasonable and reflective of the real world phenomenon that they are trying to explain. 

222-Assistant Professor-Archival 

I don't know that there are easy answers here. Pre-committing to analyses can limit manipulation, but 

also limits the author's ability to instruct based on initial findings. The most fruitful approach might be to 

change the contribution threshold so that researchers don't feel that they have to deliver perfect results 

to publish or to take a more critical eye towards the appropriateness of statistical methodologies prior 

to observing results (perhaps reviewers could be blind to results until they evaluate the tests?). 

223-Full Professor-Archival 

Better documentation of specifics of tests. 

226-Full Professor-Archival 

1. Reviewers should be incentivized to extend their work to carefully examining internet appendixes. 

2. All data underpinning empirical papers should be made publicly available (with usual confidentiality 

over identities etc.) 

3. The 'audited reports' submission process should be encouraged. 

229-Associate Professor-Archival 

Require more sensitivity tests be sent in the review process as excel attachments with all reported 
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results, then the editor can determine what should be footnoted or included in robustness section 

analysis of the paper. 

233-Full Professor-Archival 

I think journals should have a statement's of policy with respect to the ethical standards on the use of 

author's discretion in empirical research.  This issue has to be mostly managed by authors.  The 

reviewers can also play a critical role by inquiring for additional information when they find something in 

the manuscript which they think require additional information or further clarification.   

234-Full Professor-Archival 

This is tough. Construct validity is the main problem.  

235-Associate Professor-Archival 

Editors/reviewers could help authors' use of their discretion in reporting empirical research by providing 

specific directions on regarding ruling out alternative explanations for the findings, such as correlated 

omitted variables, or reverse causality. These two are problematic and require authors to use a great 

deal of discretion regarding the research design (sample, outliers, etc.) and additional tests that need to 

be conducted to address the editors'/reviewers' concerns. 

236-Assistant Professor-Archival 

I recommend that editors and reviewers ask authors to report all samples used, hypotheses tested, and 

methodologies applied. I do not think that the report must be overly verbose, but I do think that 

knowing the extent of the analysis performed and thus the inferential integrity of the results reported 

will greatly improve confidence in our discipline. 

239-Assistant Professor-Archival 

Providing concrete advice on which referee comments they think are essential for a successful revision, 

as opposed to which comments are merely helpful. In the absence of such advice, some authors, 

especially junior authors, will merely try to make every single test work. 

240-Full Professor-Archival 

increase tolerance for anomalous results 

243-Assistant Professor-Archival 

I would advise editors and reviewers to be less penalizing when a particular robustness test does not 

"have stars", particularly if the result is robust to a variety of other tests. If writers do not feel like they 

have to only present robustness where the results are strong, they will be more forthcoming and that 

will lead to better papers that more transparently reflect the actual research process and the veracity of 

the results. Also, reviewers and editors should focus more on the strength of the research design and 

the importance of the research question and less on the nature of the results (p-value). This should lead 

to more reliable studies. Journals should also be much more open to well done replications; this will 

provide an incentive to perform quality research.  

244-Full Professor-Archival 

A conscientious and thorough review process is critical. Highly skeptical reviewers and editors, who 

require extensive robustness tests, should help prevent authors from hiding the test results that cast 

aspersions on the conclusions they wish to draw.  
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245-Full Professor-Archival 

A very detailed sample selection process. 

246-Associate Professor-Archival 

We have to be willing to publish more "messy" results. If only perfect results get published, then 

researchers have an incentive to present the most perfect set of results. I don't think that most people 

lie or cheat, they simply frame results within reason to be as consistent as possible. If we as a profession 

donâ€™t want that outcome, then the gate keepers (editors) have to adjust.  

247-Full Professor-Archival 

Once a paper is published, the original dataset should be available in an addendum to the paper, 

available in the website of the journal. Or, perhaps after a reasonable time, if one has invested a lot of 

sweat equity in collecting some unique data. If all the data are from commercial databases only, then 

this should certainly be required. 

251-Full Professor-Archival 

Stop treating p values as the be-all and end-all.  

 

If the hypothesis is well thought out, and the tests are powerful enough, one can learn from results that 

fail to reject the null hypotheses.  For example, it is sometimes possible to run simulations to show that 

the data suggest that if the hypothesized effect exists, it is so small as to be economically insignificant. 

 

Drop the idea that each paper must be the total and final answer to an issue.  Allow some puzzling or 

inconsistent results to remain in the paper.  These may be highlighted at the end of the paper as 

questions for future research. 

 

Allow (and even encourage) authors to explore the boundaries of the generalizability of their results, 

and the possible reasons for those boundaries. 

 

Stop encouraging ex post hypothesizing given the hindsight bias that you now have after seeing the 

study's results. 

252-Assistant Professor-Archival 

I personally believe all top-tier research should be registered. This is the direction a number of other 

fields are moving. The key benefit of this approach would be motivating accounting academics to study 

bigger, more interesting questions.  

255-Full Professor-Archival 

I think it is appropriate for researchers to share their computer code so that studies can be reproduced. I 

am primarily a theoretical researcher and am disappointed to find how seldom empirical studies can be 

reproduced because of a lack of knowledge about the coding decision made. 

256-Full Professor-Archival 

Cut the number of rounds.  If the work is good publish it sooner.  If the work is important, spending 

years "enhancing it" hardly serves the profession.  The current process gives referees too much 

opportunity to add in their preferred work both as references and as directional guides. 
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258-Assistant Professor-Archival 

Reviewers often make comments that are not thoroughly thought, because they probably did not put 

enough time and effort into their review. This put an additional unnecessary burden on the researcher. 

Had referee reports were shorter with a much higher rate of valuable comments, there would have 

been less need for the use of discretion. 

 

Editors can help in this regard by communicating to the authors which of the reviewer's comments they 

care the most. Editors do it occasionally, but not often enough. 

  

259-Assistant Professor-Archival 

If we stop placing so much weight on tension, hypothesized relationships, and identification and 

embrace a bit more interesting and descriptive studies we will benefit but learning more generalized 

fact about the business world. Show me the last descriptive study published in the top 3 (not by 

members of the editorial board)?  

261-Assistant Professor-Archival 

Registered Reports!   

263-Associate Professor-Archival 

Reviewers are not co-authors. It may be you think a particular method was used improperly, that is a 

concern. If you would choose something different, as a matter of taste, that isn't so much review. As 

papers bloat over such things, clarity can become a casualty 

264-Assistant Professor-Archival 

I think editors and reviewers should think of the predictions that flow naturally from the research and 

judge manuscripts based on whether they address those key points. Perhaps less emphasis can be put 

on whether evidence is found for every one of these predictions. 

268-Full Professor-Archival 

A difficult problem since asking for robustness tests can also be done outside the referee/editor view 

and is subject to the same problems. Posting code is all I can think of.  

269-Full Professor-Archival 

All computer code must be available - not by request but by default (e.g. from the journal's webpage). 

For empirical work, the data used must be available to reviewers, and reviewers must explain to the 

editor how they tested the empirical results from the paper. 

270-Assistant Professor-Archival 

I would suggest that editors and reviewers subject their suggested changes to the paper to the same 

level of theoretical scrutiny as they subject the paper. I would also suggest that they require authors to 

provide information on the effects of two or three reasonable alternatives to the methodological choice 

made in the paper, but not necessarily all possible alternatives. The discretion regarding theory is harder 

to say much about. The critical thing there is probably the extent to which the reviewer/editor find the 

front end of the paper credible.  

123



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

271-Full Professor-Archival 

Continue to require robustness and sensitivity analyses and include references in the published versions 

of the paper. 

272-Associate Professor-Archival 

Should be more open to conflicting results.   

273-Associate Professor-Archival 

Publish non-results.  It removes the incentives to torture data and HARK.  I realize bad research could 

result in no-results papers.  The market can figure that out and so can referees and editors.  

276-Full Professor-Archival 

be more willing to look at alternative results 

277-Full Professor-Archival 

In most cases editors and reviewers are adding sensitivity tests so the quality of the results are 

improved. 

278-Associate Professor-Archival 

Be willing and open to accept results that may not be consistent with the prior beliefs of the reviewers.   

279-Full Professor-Archival 

Don't be so quick to "trim" insignificant results. 

Require alternative specifications. 

Ask for "registered studies" or for authors to list their initial hypotheses and why they changed them. 

280-Assistant Professor-Archival 

Require that all robustness tests that are requested by the reviewers and the editor be tabulated in the 

response letters.   

281-Emeritus Professor-Archival 

It is common practice in archival research to provide a table listing the number of observations lost in 

applying their sample construction criteria.  Given the use of standard data bases, it is easy to replicate 

prior sample selection criteria and to see precisely what is causing sample size to be trimmed.  These 

sample selection tables along with detailed appendices describing variable definitions should allow 

future researchers to conduct sensitivity analyses of the impact of prior methodological decisions (what 

you describe as discretion) in assessing the inferences drawn.  Editors and reviewers should insure that 

published papers contain sufficient detailed information to allow future researchers to easily replicate 

published papers. 

282-Full Professor-Archival 

Datasets need to be posted publicly. There is a problem with lack of institutional knowledge in 

international research.   

284-Assistant Professor-Archival 

I think editors and reviewers should attend to the research design section of manuscripts more carefully. 

If the data construction process is not clear, they need to emphasize this in their comments to authors.  

 

I think editors and reviewers should de-emphasize the importance of highly significant results. I think 
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authors are afraid to make changes that would weaken or make their results disappear. In reality, this 

may be a more interesting aspect of a study - to understand the conditions under which results fail to 

hold. Unfortunately, I think seeing some results go away leads many readers (editors and reviewers 

included) to question the validity of the result.  

285-Assistant Professor-Archival 

Encourage reporting of statistical outcomes for robustness tests instead of merely stating that 

results/inferences are consistent. 

286-Full Professor-Archival 

To do additional analysis when something looks like discretion has been used.  More robustness tests.  

287-Full Professor-Archival 

All journals should require code and whenever possible data sharing. This makes replication easier. We 

should also have journals or platforms that publish replications and re-analyses in different settings. The 

latter would facilitate meta analyses. 

288-Associate Professor-Archival 

To minimize fraudulent "discretion", require authors to provide the source code for all of the tables. If 

not, at least require them to provide very precise variable definitions (data items, handling of missing 

values, etc) and sample definitions. 

291-Assistant Professor-Archival 

I think authors are afraid to include any results that do not work toward their main hypotheses for fear 

of paper being rejected.  However, this information could be valuable as well and help further other 

research.   

293-Full Professor-Archival 

For archival research, force authors to report a table displaying the consequences of every step in the 

sample selection process. 

 

Stop allowing authors to say "untabulated results show that results are robust when ..." If they are 

robust, show this in an online appendix. 

 

We need to go to a situation where all code is shared after publication. 

294-Assistant Professor-Archival 

I think editors and reviewers can request for a full dataset from authors to assess the results. 

296-Assistant Professor-Surveys 

Encouragement to disclose as much as possible in how the study was conducted. 

297-Full Professor-Surveys 

Rethink whether accounting is a natural science they currently seem to think it is. 

298-Other Rank-Surveys 

Ensure that unreported results of sub samples are provided as appendices that are not necessarily 

published but are available on request. 
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What other forms of discretion are used by researchers, and what important effects do they have?   

5-Assistant Professor-Field Experiments 

I often hear archival researchers talk about finding a result and then looking for a story.  

7-Assistant Professor-Field Experiments 

not aware of any 

10-Assistant Professor-Field Experiments 

Not to cite relevant research. Cite research with the intention of drawing a friendly editor. Cite research 

to ingratiate the journal of submission. 

Not to report previous attempts of similar projects (experiments). 

Use econometric methods that are most supportive of the hypotheses defended by the authors. 

Not in my field but in archival research I think that data snooping and expost rationalization of results is 

most extended. 

11-Full Professor-Field Experiments 

I am disappointed by the group of private-school researchers who have obtained Fellowships at the 

PCAOB, staked claim to that data, and have then proceeded to write with co-authors who have no idea 

what they are doing in terms of auditing practice or theory. The [JOURNAL] Conference last year was 

shocking in terms of some scholars' beliefs that they know what they are talking about, but having an 

embarrassing lack of institutional knowledge of the accounting and/or auditing professions. 

13-Full Professor-Field Experiments 

Excessive pilot testing to determine what effects will occur in a given population of participants (audit 

seniors, MBA students, etc.) prior to determining the underlying theory and developing hypotheses. Too 

many "clean" studies are the result of many "dirty" pilot tests! 

17-Full Professor-Field Studies 

Insignificant results are often not reported, these are important to assuring other researchers don't 

follow the same path and incur the same costs. Mixed results should not be considered rejectable on 

their own account. 

20-Assistant Professor-Field Studies 

What relevant literature gets cited, affects legitimacy of prior research and the journals in which they 

are published. 

23-Full Professor-Field Studies 

picking and choosing what tests to report and not reporting non-results. This negatively affects the 

quality of research. 

30-Associate Professor-Field Studies 

selective sampling of interviewees can be a problem. leading of interviewees. but i don't think you can 

actually stand over the application of the results of this survey to critical qualitative work, so it's 

probably outside your scope.  

 

In fact, you would be exercising inappropriate discretion if you attempted to map your findings onto 

that field.  
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34-Full Professor-Field Studies 

There is also a lot of discretion involved in the initial stages of a research project: choosing a research 

question, choosing a theory, sample etc. I do not think that any of this is problematic but just a natural 

part of the research process.  

36-Assistant Professor-Field Studies 

Researchers may paraphrase or misquote prior research to overstate a contribution. This diminishes 

what prior studies have contributed.  

42-Assistant Professor-Laboratory Experiments 

Strategic citations. Many coauthors strategically cite from accounting journals or big-name authors to 

try and make a theory more believable or acceptable to accounting audiences. Ultimately, these studies 

should cite the most-appropriate papers (even if in another discipline or by less-known authors) rather 

than 2nd or 3rd hand citations with diluted versions of the theory. This type of strategic citations is also 

used to "aim for" certain parties in the review process. 

43-Assistant Professor-Laboratory Experiments 

n/a 

44-Assistant Professor-Laboratory Experiments 

I think experimentalists can decide to stop collecting observations when they see results working. I think 

without proper controls, they can ex post manipulate the datasets directly to make results appear or to 

make them stronger. This latter is obviously not a form of discretion that anyone would be able to justify 

as a virtue or benefit in the academy. 

47-Full Professor-Laboratory Experiments 

Most common form of "discretion" in my view is researchers adapting their hypotheses to their findings.  

 

Some people use their excellent writing skills to hide weaknesses in their study. 

50-Full Professor-Laboratory Experiments 

Journal and editor self-selection or self-avoidance activities.    

Journal sequencing, pecking order.   

 

Citations to ingratiate likely editors/reviewers.  

 

Pilot testing that turns out really great -- plow those data into the planned "real" data.  But, if pilot data 

turn out poorly, well those are just pilot data.  The effect can be the reporting of significant effects that 

are less replicable than first meets the eye. 

 

What parts of experimental materials are excerpted and reported in the paper and what parts are left 

out of the paper. 

51-Assistant Professor-Laboratory Experiments 

not reporting pilot studies.  This is a balancing act.  They are pilot studies for a reason so reporting them 

can also be misleading (i.e., materials were not honed).   
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It probably leads to the impression that results are more generalizable than a paper indicates.  I.e., it 

depends on what didn't work on a pilot..was the N too small, were the materials completely off base or 

does switching a noun/verb simply make all the difference?  In the latter case, it probably overstates the 

effect size if the pilot is not reported.  

58-Full Professor-Laboratory Experiments 

Although most researchers would prefer to publish their work at top journals, some may choose to 

submit their manuscripts elsewhere. Occasionally, "good" papers end up at journals with lower 

readership.  

61-Full Professor-Laboratory Experiments 

One area is which papers they try to publish.  Some papers end up in a drawer never to see the light of 

day.  Let's hope that most are just not good papers, and not just contrary findings to the received view. 

65-Associate Professor-Laboratory Experiments 

In behavioral research, it's tons and tons of "pilot" tests. We had a well-known speaker in last semester 

and when we asked him/her about the paper (why didn't you run it this way or what about this 

analysis), his/her response was typically, "we ran that in a pilot and it didn't work out". At the end of the 

day, I'm pretty sure he/she ran about five different pilots before they got the results they were 

presenting. That seems a little strange to me. 

66-Full Professor-Laboratory Experiments 

None 

75-Associate Professor-Laboratory Experiments 

can't think of any at the moment. 

79-Full Professor-Laboratory Experiments 

One key discretion for experimental researchers is to report or not report pilot studies, and how many 

pilots have been conducted before the actual reportable experiment. That is, the discretion over 

whether a study is a pilot, or an actual experiment. Pilots that fail to get any results may not be 

reported; instead, changes are made to the design and the instrument and in doing so, we potentially 

lose some valuable insights (e.g., what design features did not work, what variables do not interact etc) 

83-Full Professor-Laboratory Experiments 

I'm convinced that many researchers in US schools rationalize their way out of IRB approval for 

experimental research when the identified need for IRB review is discretionary.  

84-Full Professor-Laboratory Experiments 

I've done both archival and experimental work, and my guess is that archival work is more easily 

manipulable and more often done in suboptimal ways than is experimental work, just due to the nature 

of the data and its availability. Of course, that's barring outright dishonesty, but my impression is that 

the predominant culture in archival research is generally more  accepting of discretionary practices that 

from a pure scientific method perspective are less than optimal. Unfortunately, it is likely extremely rare 

but not unheard of for data to be all-out fraudulently fabricated by experimental researchers, which you 

didn't mention. This kind of fabrication is less easily detectable in experimental research than in archival. 
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86-Assistant Professor-Laboratory Experiments 

I think researchers often use discretion over the order in which they report the experiments in a  multi-

experiment paper. I.e., Experiment 1 isn't always the first experiment they ran. I think this is often done 

to avoid confusing readers, and to avoid having to say "we ran this because the reviewers made us". 

90-Full Professor-Laboratory Experiments 

The use of pilot tests to finalize a research design is common and valid but authors have considerable 

discretion in terms of how many pilot tests are conducted and whether or not to report the existence of 

such pilot tests. For example if a researcher conducted three pilot tests before the 'final' experiment 

was administered where the only substantive change was a parameter value (e.g., the difficulty of an 

assigned performance goal) I think this would be important to disclose to readers. Reviewer or Editors 

could easily ask authors to disclose such information. 

91-Associate Professor-Laboratory Experiments 

Authors use discretion in virtually everything they do; for example: 

 

- Authors examine which research methodologies are being used at universities where they aspire to 

work, and they choose to study those methodologies in their PhD programs.  This influences the supply 

of researchers choosing to employ various methodologies during their careers. 

 

- Authors (particularly assistant professors) select research projects that can be completed quickly and 

with a higher success rate in order to meet tenure requirements.  This influences the nature of studies 

undertaken and the general quality of the scientific research in a discipline. 

 

- Authors use discretion to choose their co-author teams to enhance the likelihood that their research 

will be published.  For example, a PhD student or untenured assistant professor might approach well-

known, experienced colleagues to work with and have them use their name recognition to increase the 

likelihood of procuring participants for a study, of being approved for a research grant, of being selected 

for a conference presentation, and for being published in a top-tier journal. 

 

- Authors use discretion throughout the research process.  In general the sole motivation for employing 

discretion is to enhance the likelihood of publication in a top-tier journal.   

96-Full Professor-Laboratory Experiments 

I hear that some researchers i psychology ran studies 100 times before they finally got the result they 

published. In accounting, I think we have a different problem. It is so costly to collect data with non-

student or M-Turk subjects  that researchers feel pressured to find results in every study so they don't 

waste their hard work. 

100-Assistant Professor-Laboratory Experiments 

Somewhat cynically - we have some discretion over which topics we choose to investigate.  

Unfortunately topics which are important often become politically and ideologically charged.  Would I 

rather address a consequential issue (e.g. Fair Value) or get tenure?  That is under my discretion.  The 

choice which improves my welfare is not necessarily the choice that improves the public' welfare. 

102-Associate Professor-Laboratory Experiments 

Incomplete description of the procedures. For instance, I know that someone has done an experiment in 
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two phases and that the second phase is three weeks after the first phase, implying that you send your 

participants back home and that you lose a big part of the control that a lab experiment provides. In the 

description of the procedures, the three weeks are never mentioned and it looks like both phases are in 

the same lab session.  

109-Full Professor-Other Methodology 

References relied upon can be gamed....some reviewers insist on having their papers cited, so you get 

odd off-the-wall citations and mini-excursions into unrelated territory.  that's a minor sin of commission.  

Not referencing works that were very influential is more important.  

One-tailed or two-tailed tests decisions....failure to define a real alternative hypothesis.  Lots of 

literature on "research degrees of freedom" about the choices that researchers can make. 

120-Full Professor-Archival 

Beginning with the empirical work and dropping the project when preliminary results don't support the 

authors' not-always-well-thought-out a priori suppositions. 

127-Full Professor-Archival 

Failing to report that they have used the same, or nearly the same, data in a different study.  This can 

allow the researcher to take a relation that they know to be so, and dress it up as if it were a fresh 

investigation.  One form is to take an association between variables A & B, and study it first with A as 

dependent and B independent, then flip them.  Another is to label A and B differently, applying different 

theories to support the labels, to get two different studies from the same data.  The effect is to multiply 

publications without advancing knowledge.   

129-Full Professor-Archival 

Negative results are never published in our discipline. Consequently, other researchers are also going 

down dead ends. In the sciences a well constructed, theoretically sound study with no results can be 

published because it contributes to the body of knowledge. Not so with accounting.  

134-Associate Professor-Archival 

Preprocessing of data, e.g., how do handle null values, extreme values, etc., as well as how to apply 

various parameters in the method, e.g., what value to use for caliper in propensity score matching.   

135-Associate Professor-Archival 

Journal selection, manipulation of acknowledgements, inappropriate communications between editors 

and authors, editors failing to recuse themselves in situations when they should (e.g., editing a friend 

and/or former student's submission) 

142-Assistant Professor-Archival 

N/A 

146-Associate Professor-Archival 

I think most discretion is used in choosing what partitions to show for a given baseline results 

147-Assistant Professor-Archival 

The choice of journal to which your work is submitted is an important dicretionairy choice 

148-Full Professor-Archival 

Topics may be chosen to accommodate perceived preferences of editors or journals. Accounting is an 
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unusual field in that some top journals appear owned by founding editors, other fields like marketing 

has less of this. The effect would be that some topics are unexplroed because they are viewed as 

politically incorrect. 

151-Associate Professor-Archival 

if you go through a code of an empirical archival paper, there are many many choices. Most of them are 

not likely to impact the tenor of the results. The important choices that could have an impact n 

inferences are sample selection, sub-sample analyses, and data mining (fishing for the sample whose 

results are strongest).  

152-Associate Professor-Archival 

one- vs. two-tailed tests (but again, this should be disclosed and the choice supported) 

157-Assistant Professor-Archival 

As noted previously - (intentionally) misstated facts. Once in the literature, these are hard to remove 

([PAPER]).  

 

A form of discretion used by editors and reviewers that is detrimental to research overall is the "club" 

atmosphere of most accounting journals. Accounting seems worse than most other fields. As long as this 

small group of people controls research, there it no chance for improvement. See [PAPER], [PAPER], and 

[PAPER]. 

161-Associate Professor-Archival 

I had an experience with a top-six journal that rejected my paper because I did not cite enough papers 

from their journal.  This seems really superficial.  In short, researchers will write their paper by citing 

journals that are more appropriate for the journal. They will not cite published papers that are not in the 

top-six, unless they are a seminal paper such as [PAPER].  Papers published in lower tier journals are not 

cited frequently enough, and top-tier publications can potentially overstate their contribution by not 

citing them. In some cases, accounting academics publish in non-accounting journals, which increases 

the risk of overstated contribution by those publishing in top-six accounting journals. 

163-Associate Professor-Archival 

Researchers rarely report routes they took in the process of the project that didn't produce significant 

results.  

169-Assistant Professor-Archival 

I can't think of any major ones that the survey has not already identified. 

171-Full Professor-Archival 

Clustering, fixed effects, etc. often make a big difference. Reviewers will often ask to see alternative 

specifications or sets of controls, but I think there is often some discretion on these design choices. 

174-Full Professor-Archival 

As alluded to above, the extent of disclosure in a study of the detailed methods employed seems too 

often to be abused. 

175-Full Professor-Archival 

The most worrying feature of contemporary accounting archival research is a direct result of problems 
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of the sort you are investigating where there is now an arguably undesirable emphasis on so-called 

"natural experiments". These have the clear advantage of addressing the endogeneity issue that often 

lurks behind the problems being considered in this survey. The disadvantage of treating natural 

experiments as the holy grail is that it means that important issues and problems may simply stop being 

studied on the ground that no such natural experimental data are available. 

179-Assistant Professor-Archival 

Many empirical researchers do not report results controlling for firm fixed effects, when firm fixed 

effects make their variables of interest insignificant.   

181-Associate Professor-Archival 

Many researchers will "kill" a research project if results are insignificant or do not work out. This 

discretion limits our knowledge in a major way. 

183-Full Professor-Archival 

This is perhaps the most important question in this survey: 

1. Who to write papers with 

2. Which journals to send the article to 

3. and above all, who to cite.  

188-Full Professor-Archival 

The main form of discretion is just running regressions until correlations are found and then developing 

hypotheses that "predict" those correlations. I think I spend 90%+ of my time collecting and organising 

data and very little time running regressions. I think many researchers do precisely the opposite. 

190-Assistant Professor-Archival 

A huge problem is the file drawer issue - but unless someone starts publishing null results nothing will 

happen there. 

194-Associate Professor-Archival 

Data mining â€“ thatâ€™s the worst form of manipulation in my mind. Some people may link some Y to 

some X, arguing that how this X influences this Y has not been considered in the prior literature. Of 

course, they find significant results between the two after trying a myriad of Xs and Ys. However, they 

may just make up a story about X and Y, as in practice, the association between X and Y is not important 

at all. My point is that accounting researchers should spend more time looking into practices, find out 

interesting phenomenon and then use good theories to explain such phenomenon. 

203-Associate Professor-Archival 

Researchers very often decline to pursue projects with "null" results. There may be a bias towards 

publishing "significant" rejections of the null which may bias inference across the profession. 

205-Full Professor-Archival 

Claiming to have conducted procedures but providing no indication in the manuscript of how it was 

accomplished and any limitations they may have encountered.  It is an attempt to avoid questioning of 

results and significance. 

207-Assistant Professor-Archival 

While not a different form of discretion than what's identified in this survey, sample selection, in my 
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opinion, is a critical form of discretion that has a huge effect on the results but cannot be easily verified 

or replicated. Unless using publicly available databases, a research sample based on hand collection or 

experiments cannot be easily reconstructed, which leads to an increased difficulty of replicating the 

results from studies. 

209-Full Professor-Archival 

The biggest is the file-drawer effect: Studies that never see the light of day because of nun results. 

216-Full Professor-Archival 

Insignificant results never see the light of day, but they may be important to know. 

222-Assistant Professor-Archival 

Storytelling is a critical part of our discipline. This is appropriate in some ways, since these stories help us 

to organize knowledge. However, I think that they also tend to constrict the research that we can do by 

1) forcing conformity to particular paradigms and 2) crowd out studies that don't lend themselves to a 

good story. 

223-Full Professor-Archival 

None that I am aware of. 

226-Full Professor-Archival 

References - lower tier journals are routinely ignored in references. Leading journals should encourage 

the submission of review papers so that the broadest coverage of the literature gets published in 

reviews. That gives visibility for good papers that may only have been published in lower ranked 

journals. 

233-Full Professor-Archival 

I think one of the common errors in empirical studies happen to be that authors tend to overstate the 

impact of their work.  This over generalization amounts to conjecture and unnecessary exaggeration. 

234-Full Professor-Archival 

Well, data mining seems to be rampant. 

240-Full Professor-Archival 

choice of sample period 

243-Assistant Professor-Archival 

Winsorizing/truncating/how to deal with outliers, sample selection/data restrictions, year choice. Many 

studies start with a vague idea of a research question or hypothesis without specifically outlining how it 

will be tested. In this case, the forking paths allow them to pursue the path that yields significant results; 

often this is done unintentionally, but it is natural to follow the design that confirms one's priors. The 

choices can then be justified post hoc.  

251-Full Professor-Archival 

Well of course there is also cheating, by falsifying data or results.  We have just seen a rather extreme 

case of that.  Obviously, made up results provide a weak foundation for future research to build on and 

possibly misdirected future research.  Also, some of those falsified results were published so 

prominently and were so seemingly strong and perfect that, in my opinion, it contributed to editors' and 

reviewers' intolerance of minor areas of weak, confusing, or inconsistent results.  This delayed the 
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progress of knowledge by leading to publication of false results, and no (or less prominent) publication 

of messier but more accurate results.   If we are honest with ourselves, shouldn't it be more surprising if 

everything in a research study works out perfectly, than if there are a few puzzling bits and pieces in the 

tangential analyses? 

252-Assistant Professor-Archival 

To me the biggest issue is whether the study is observable. In other words, did the researchers just stop 

doing the study if/when they fail to find results? Null results are not at all uninformative, assuming the 

design is reasonable. Medicine is Exhibit A for this point -- we need to see the results of ALL studies to 

make meaningfully inferences. Otherwise we have a selection problem that is actually making us all 

dumber. 

256-Full Professor-Archival 

I think you have underplayed the role of referees and editors.   

258-Assistant Professor-Archival 

In international studies, authors can choose the countries to include in the sample.  

263-Associate Professor-Archival 

Generally, you must have significant results. No results papers don't get published, even if no results is 

actually informative. So, if papers are not getting good results, they are abandoned. Not sure how to 

address this, but it should be considered. 

273-Associate Professor-Archival 

Clustering standard errors in various ways is another gimmick to find a significant t-stat.   

277-Full Professor-Archival 

The question of how to best tackle the question is the most important form of discretion. 

279-Full Professor-Archival 

Only pursing projects that will provide results. This sounds like a good idea on its surface, but frequently 

research is a demonstration of what we know works rather than a test of a theory that we don't know 

works. 

282-Full Professor-Archival 

People ignore lots of important non-accounting institutional details. 

284-Assistant Professor-Archival 

The construction of variables included in multivariate models, especially with respect to choice of scalar 

and when to log or take the square root or make a variable binary. 

 

Sample selection period (for archival studies). 

 

Definition of a control group. 

286-Full Professor-Archival 

In my view there is what is called a 'publication' bias -- ie producing significant results and continuing to 

analyze the data until the desired result is obtained.  The pressure to publish is increasing exponentially 

and the norm in our journals is not to publish insignificant results even though we would learn 

134



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

something from this (see publications in medicine and science that a conflicting or a nonsignificant 

result is important).   

287-Full Professor-Archival 

Researchers use pre-tests to see if a result is there. It often determines whether or not they get into a 

project. 

291-Assistant Professor-Archival 

Authors also base their discretion on the journal they anticipate sending the paper to for review.  I am 

not sure there is any adverse affect from this. 

293-Full Professor-Archival 

- 

294-Assistant Professor-Archival 

Not sure. 

296-Assistant Professor-Surveys 

Most seem to be covered in this survey. 

297-Full Professor-Surveys 

Networking, lobbying, fencing etc. 
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Besides the motivations noted here, what other motivations for use of researchers' discretion have 

you or your peers personally experienced?   

6-Assistant Professor-Field Experiments 

Use of covariates - results not as strong without any covariates. I don't think including covariates is an 

automatic black mark and I think we should be open to permitting covariates. But there likely needs to 

be more transparency and consistency around what to report (e.g., with and without covariates). 

7-Assistant Professor-Field Experiments 

none 

10-Assistant Professor-Field Experiments 

I think the biggest motivation is to get the paper through the publication process. 

13-Full Professor-Field Experiments 

Subtle (and not-so-subtle) pressure from editors and reviewers to submit only "clean" study results in 

the first round. 

17-Full Professor-Field Studies 

The incredible pressures on junior researchers and the incredible salary disparities that have come from 

our research ranking focus and narrowing of journals that matter. We have moved from an academy 

pursuing insights and advancing policy and practice to one that is focused on quantities of papers in 

selected journals. We didn't learn much from the [AUTHOR] affair. 

30-Associate Professor-Field Studies 

a desire to make results look more widely-applicable than they are to drive publications chances;  

39-Emeritus Professor-Field Studies 

The pressure for psotive results. The lack of results or results which look odd are often the more 

important but very difficult to get published - as are studies with a high degree of specualtion and 

innovation. 

41-Emeritus Professor-Laboratory Experiments 

The main motivation for "bad" use of discretion (overstatement of results) that appears here seems to 

be career success (satisfying editors, etc.).  This is very important, but personal attachment to a theory 

("I'm SURE people really behave this way!") can also play a role.  Also, effort minimization can play a 

role. Authors avoid doing tests they aren't sure they understand, they slap new theories onto old data to 

avoid the effort of collecting new data, and so on. 

42-Assistant Professor-Laboratory Experiments 

I have seen a peer bury one of their own studies because the results disagreed with a working paper 

that they wanted published first and was worried that having contradicting results on two papers would 

make both unpublishable. That is, they wished to falsely proclaim certainty over a topic where they 

empirically knew there was not some. 

43-Assistant Professor-Laboratory Experiments 

There's a tremendous amount of pressure of publish. I would not suggest that any of our colleagues 
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would fabricate the results of studies, but researchers can feel some of the same pressures that 

management feels. 

47-Full Professor-Laboratory Experiments 

Some people will do anything to get their papers published.  

49-Full Professor-Laboratory Experiments 

I would say it is 90% or more driven by expectations about reviewers - for example fear that a p=.07 

result will be deemed not a sig result. 

50-Full Professor-Laboratory Experiments 

I think simplification of and shortening of the paper is a huge motivation.   

61-Full Professor-Laboratory Experiments 

As an author, I will use a lot of discretion as to what I bring up and discuss in the motivation.  There are 

often a lot of important issues that could be discussed, but it is often wise to focus tightly on just the key 

issues.  While generally, this approach is the right way to go, there are times where things are 

oversimplified to the point of almost being misleading.  The publication process often forces this sort of 

outcome. 

66-Full Professor-Laboratory Experiments 

None 

71-Full Professor-Laboratory Experiments 

publish or perish is the ultimate motivator. As long as this is the only way to play the game, and the 

outcome is tenure or not, the incentives will be there. If reviewers and editors would manage the 

incentives through acceptance of the messiness of the research process, that would go a long way 

toward improving ethical research behavior. 

76-Assistant Professor-Laboratory Experiments 

In order to streamline a paper and provide a clear direction, there is often a desire to only focus on what 

works and significantly moves the literature forward. There are likely tons of papers in peoples cabinets 

with null results, that will never go anywhere, although these null results do provide valuable insight to 

researchers. It is a shame we are always chasing the p-value. 

80-Full Professor-Laboratory Experiments 

Again, I think a good part of this is driven by the review process. 

84-Full Professor-Laboratory Experiments 

The pressure to publish can be intense, and the reasons range from desire to get or keep a job, prestige, 

money, etc. All of these pressures push toward using discretion in undesirable ways. We have all 

certainly felt these pressures. The counter-pressures include a desire to be moral and honest and the 

devastating consequences of being identified as having used discretion in scientifically unjustifiable 

ways. But even more fundamental is having a clear understanding of which uses of discretion are 

acceptable and which are not, and I think that fundamental understanding is lacking among accounting 

(and likely other) researchers. 

86-Assistant Professor-Laboratory Experiments 

Length and clarity. 

137



Responses listed in ascending order of participant number. Identifiers preceding each response take the 
form: [Respondent Number]-[Participant’s Rank]-[Participant’s Primary Research Methodology] 

90-Full Professor-Laboratory Experiments 

There is considerable pressure in our profession to get significant results that lead to publication. Many 

schools place a high emphasis on the quantity and quality of publications in the tenure and promotion 

process. Summer research money is also often contingent on producing results. Sadly this can lead to 

misuse of discretion and bad science.  

96-Full Professor-Laboratory Experiments 

Sometimes researchers add too many dependent variables and post-experimental variables because 

they want to see what will happen or they are curious about a broad range of questions --then they 

need discretion to sort out what is really pertinent to the study to make a reader understand the main 

point. 

102-Associate Professor-Laboratory Experiments 

Lack of training in what it implies to do research. 

Sloppiness on the side of the researcher. 

Perverse incentives of the tenure-track system.  

103-Associate Professor-Laboratory Experiments 

The publication pressure at top tier journals is strong. And, journal editors and reviewers hesitate when 

they see null results. It would be helpful if top tier journals are willing to consider publishing null results 

if the study is well done.   

109-Full Professor-Other Methodology 

Pressure to publish, pressure to have status, pressure to succeed, wanting to be early in a new field and 

claim the power/status/right to play king of the mountain.... 

120-Full Professor-Archival 

1. A reviewer who disagreed with our worldview, asked for the data, couldn't disprove us, couldn't get 

our results to go away after several review rounds and yet nonetheless forced us to qualify our 

conclusions as also consistent with his/her worldview. 

2. There is an unwillingness to accept research that is critical of the profession.  

127-Full Professor-Archival 

Motivations include:  promotion and tenure, cash bonuses for publications, and professional renown.  

These bring out the worst in us.   

129-Full Professor-Archival 

Selective citations.  

142-Assistant Professor-Archival 

Getting published 

146-Associate Professor-Archival 

 ideology: fair value accounting, conservatism, is more shareholder power good or bad, vested interest 

of the author (given his/hee past research) in pushing certain results 

147-Assistant Professor-Archival 

Sometimes, in reponse to request from reviewers, additional test are included just to respond to the 

reviewer, not to increase the quality of the paper. 
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152-Associate Professor-Archival 

they have a story in mind that they want the data to tell - either because of the pressure to publish, their 

strong biases towards a particular way of thinking that they feel should be borne out by the data (e.g., 

positive accounting theory or efficient market theory, etc.), or because they want the media attention of 

a "cool" finding.  and then they do what they have to in order to get the result (i.e., "torture the data 

until it confesses").  there are many incentives leading researchers down the dark path (money, job 

security, fame, ideological predispositions, etc.), and few other than personal integrity to keep them 

walking the straight and narrow.   

 

allowing a place for replication studies in our field, as they do in the natural sciences, would certainly 

help. 

156-Associate Professor-Archival 

It is harder to publish a paper that cannot reject the null hypothesis. 

157-Assistant Professor-Archival 

The motivation for discretion is publication, due to the incentives we have. For many, publication at all 

costs.  

161-Associate Professor-Archival 

The average researcher will avoid writing papers that question established theories or opinions, and will 

often extend established theories to new settings to support the established view. Controversial papers 

are typically reserved for the heavy weights. For instance, showing a setting where mandatory audit firm 

rotation is beneficial would be discouraged, because most papers in the past conclude that it is 

detrimental to audit quality, not to mention that the accounting profession subscribes to this view (and 

who donate $$$ to business schools). Rather it is better to write papers that do not support mandatory 

audit firm rotation. For instance, [PAPER] show that audit quality declines after a turning point (14 

years) in the audit firm's tenure, which would seem to support mandatory audit firm rotation. But they 

also show the result disappears after SOX was implemented, which appears to be what the academic 

and the business community want to hear. I know from a working paper I coauthored that their post-

SOX result does not disappear when a longer post-SOX period is used. Rather in the post-SOX period 

audit quality continued to decline after the turning point (except that the turning point is greater). 

However, I have not been successful in publishing the working paper. 

164-Assistant Professor-Archival 

I think the primary motivations are to show positive results and/or satisfy reviewers.  

169-Assistant Professor-Archival 

As an author, sometimes you get the feeling that a referee disagrees with you simply because they don't 

want your study to compete with their existing (published or not) study. So discretion can be used to 

find enough "issues" to sink the submitted manuscript.  

 

On the flip side, authors can cite more or less research by certain authors to increase or decrease the 

likelihood of having those authors selected as referees. The motivation is to get the most sympathetic 

referees possible. 
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171-Full Professor-Archival 

Already noted, but pressure from the review process often cause lots of "discretionary choices." 

174-Full Professor-Archival 

Some times overstatements of results occur.  Perhaps the most common examples imply causality when 

association was tests.    

183-Full Professor-Archival 

citation policy in Accounting is completely corrupt.  

185-Full Professor-Archival 

Many business schools pay sizable bonuses, stipends or merit increases for publications in top 

journals....our own research on the potentially perverse effects of short-term incentives on managers` 

behavior should tell us that they were bound to start affecting us at some point as incentives pay rises.... 

192-Associate Professor-Archival 

Getting publications is the strongest motivation...publications --&gt; tenure --&gt; successful career 

195-Associate Professor-Archival 

In order not to make the paper too lengthy or due to the page limit of the journal, sometimes the 

researcher would choose to report those results which are more significant and seem more interesting 

to the reviewers and the readers. 

205-Full Professor-Archival 

This has become a game of publication and not science.  I think nothing more explains some of the 

results found in journals 

207-Assistant Professor-Archival 

Not that I am aware of. 

209-Full Professor-Archival 

Motive to appeal to the media. Especially with behavioral researchers, appearance in the news media is 

largely driven by finding unusual results. By definition, these results are often spurious. 

218-Full Professor-Archival 

The publication pressure is enormous for young scholars.  

223-Full Professor-Archival 

None that I am aware of. 

226-Full Professor-Archival 

See preceding comments. 

233-Full Professor-Archival 

I often tell my students not to interpret too much from insignificant results.  I give the same advice to 

my younger co-authors.   

234-Full Professor-Archival 

The ad hoc use of proxies.  
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247-Full Professor-Archival 

This was about 25 years ago. I was an Assistant Professor, and had received a "revise and resubmit" 

from a Top 5 journal. The data were from a survey, and the data entry was done by an RA. The data 

itself came from bank loan officers, using contacts at four different large banks. I had checked some of 

the survey responses before the initial data entry / analyses. I was talking on the phone with the co-

author about the revision, when I had to refer back to the survey and went through a couple of them (all 

were on my desk, and I was talking and going through the completed surveys). Suddenly it struck that 

the "Y"s (the subjects had to answer Yes or No to one question) in the surveys from one bank had very 

similar handwriting, even though the colors of the ink and pencils were quite different in the forms. 

After further checking, it seemed like all the "Y"s were indeed similar and so we decided to drop all 

surveys from that bank. No longer significant results, and we had no stomach to go any further with 

that. No one would have caught that, but at least I knew I could sleep peacefully. Luckily, that did not 

affect my career too much.  Also, after that, I pretty much stopped such survey/experimental research -- 

and stick to archival research. 

 

I have also worked with many PhD students; many projects have been stopped / remained unpublished, 

after I discover errors in data collection. 

252-Assistant Professor-Archival 

Tenure clock. 

271-Full Professor-Archival 

There is a great deal of discretion when researching a particular question. The discretion involves to 

what extent that your choice of topic/method/data overlaps with another work in progress. I typically 

posted my working papers on SSRN only to discover that this encouraged competing working papers. To 

make matters worse, editors and reviewers exercise their discretion to require that my paper make a 

contribution above that of competing (and subsequent) WORKING PAPERS.  I now rarely discuss my 

working papers except with trusted colleagues and I do not post any working papers until the project is 

essentially completed.   

277-Full Professor-Archival 

None noted. 

279-Full Professor-Archival 

It is all about publishing in the top journals and the rewards and  punishments for doing or not doing so. 

282-Full Professor-Archival 

To get significant results. Journals will not publish "null results" 

288-Associate Professor-Archival 

Without some discretion in jumping through the referees' hoops, I do not think anyone would ever get 

published. 

291-Assistant Professor-Archival 

I think the ultimate motivation, especially for untenured faculty, is to get papers published.  Discretion is 

part of the publishing game it seems. 
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293-Full Professor-Archival 

Reviewers and editors have limited time and attention and given the high number of degrees of 

freedom in archival research, (some) authors use this limited attention to play the publications game. 

294-Assistant Professor-Archival 

To find out the economic reality of the topic we chosen. 

297-Full Professor-Surveys 

Discretion = making choices. 

 

My choice: to stay away from this circus as much as I can and allocate my (limited) skills elsewhere 

298-Other Rank-Surveys 

To meet the reviewers requirements. 
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Please use this space to share any other thoughts that authors or readers of this study might find 

useful.   

4-Assistant Professor-Field Experiments 

Given that â€œaccurateâ€• and â€œoverstateâ€• arenâ€™t orthogonal constructs itâ€™s a bit 

awkward to answer those survey questions back to back. I think participants (including myself to some 

degree) will mentally force them to be orthogonal - â€œaccurate=goodâ€• and â€œoverstate=badâ€•. 

Perhaps that is what you guys are going for and perhaps it is not.  

7-Assistant Professor-Field Experiments 

none 

13-Full Professor-Field Experiments 

I think this study will be particularly useful to Ph.D. students and junior research faculty in  learning the 

ins and outs of the publication game early in their careers.   

17-Full Professor-Field Studies 

Our discipline is becoming very myopic because of the pressures to publish certain types of research in 

certain journals. This is not a long-term success model. At some point someone is going to ask why we 

are paying so many people so much money to go through mental exercises without advancing basic or 

applied research goals. 

23-Full Professor-Field Studies 

Full disclosure and publish non-results if theory is great 

30-Associate Professor-Field Studies 

really, you'd be doing yourselves a huge favour if you overtly state that this study is limited to positivist 

work. Otherwise you are open to the charge of inappropriate methods 

36-Assistant Professor-Field Studies 

I think that the growth of data availability and related opportunities for p-hacking calls for a different 

approach to research. We should establish a few main results for our discipline through pre-registered 

studies that we corroborate. They should be relevant to decision-makers, and not only CPAs or 

investors. We can then add a cumulative body of knowledge on the use of measurement, reporting, and 

accountability in organizations that a variety of other field could draw on.  

42-Assistant Professor-Laboratory Experiments 

Discretion is clearly necessary in many cases and can help papers cut through the noise (expositionally 

and empirically) to make research more digestible. However, some people abuse this discretion to 

overclaim or mis-state results. I believe the largest part of this comes from a review process that 

demands data be perfectly aligned with the theory and the theory explain every wrinkle in the data 

without error. This can lead to false certainty of a theory's predictions or of an actual's IV's effect on 

behavior. Research that improves understanding does not need to be empirically spotless in the sense 

that it allows for only one determinant of behavior theoretically. Even neuro-based studies find that 

different parts of the brain are activated simultaneously for different reasons (c.f. ethics and emotions) 

and the review processes demand that one theory be used to explain the data limits the nuance of being 

able to discuss how multiple processes are occurring at once. While most editors and reviewers would 
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likely acknowledge this point, it is recurring in the review process that perfect overlap of theory and 

results is necessary (if not sufficient) for publication.  

43-Assistant Professor-Laboratory Experiments 

n/a 

44-Assistant Professor-Laboratory Experiments 

I believe that as data become more cheap and convenient (e.g., M-Turk), peeking at data and 

withholding results that are not ideal is becoming more commonplace and accepted.  

50-Full Professor-Laboratory Experiments 

Registered research reports could be a helpful supplement but I do not see these as a useful means of 

supplanting traditional experimental studies in accounting.  Some of the key advantages of registered 

research reports could be attained if we required authors to give a history of prior versions of the 

presently submitted paper.  For example, why not ask authors a few more probing questions:   

 

Do you have earlier versions of the paper with qualitatively (e.g., opposite direction) different 

hypotheses?   

 

Have you switched out theories used to develop your predictions compared to a prior version of your 

paper, and, if so, does the newly added theory align better with your reported findings? 

 

Consider your sample size in reported experiments.  Do you have earlier versions of the paper with 

fewer observations that have qualitatively different results? 

 

I realize tweaking these questions is tricky but it might prevent a range of unhelpful activities that run 

the gamut from 'window dressing' to dry-labbing. 

 

Last, in accounting, at least compared to economics or psychology, we do not seem to use 

supplementary online materials.  I think we should do this more.  Experimental materials should 

probably be part of the supplementary online materials.  As well, authors can't put every robustness test 

in the paper, tables for both participants who failed one m/check but passed another, and keep the 

number of pages down.  Untabulated results probably should be tabulated in online supplementary 

materials.   

 

58-Full Professor-Laboratory Experiments 

Journals and editors have in general done well in maintaining the quality of research. They could 

improve on the diversity of topics and methods. 

64-Assistant Professor-Laboratory Experiments 

I think this is a useful survey, but you need to be careful what you claim. I found myself making lots of 

assumptions about what studies you mean by "published," etc. Are we talking top 10 journals or all 

journals? When you ask "on average," are we talking on average at top 10 journals or on average among 

accounting researchers? In the US? In the world? Lots of noise. I guess you'll just have to use your 

discretion in reporting the results and making claims. Good luck! 
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75-Associate Professor-Laboratory Experiments 

Thanks for investigating this. Accounting as a social science is subject to all the other social sciences' 

flaws.  

76-Assistant Professor-Laboratory Experiments 

In order to streamline a paper and provide a clear direction, there is often a desire to only focus on what 

works and significantly moves the literature forward. There are likely tons of papers in peoples cabinets 

with null results, that will never go anywhere, although these null results do provide valuable insight to 

researchers. It is a shame we are always chasing the p-value. 

78-Associate Professor-Laboratory Experiments 

Ethics of doing scientific research is not an issue only for accounting research. Misbehavior in research 

can be found everywhere in social science as well as in natural science. The "publication only" culture of 

scientific research is clearly not healthy and is detrimental to the scientific value of research. It is not 

easy to change that culture. But I would strongly support,and advocate (if I can) open and deep (as deep 

as it can be) discussions/public discourse in accounting research community about accounting research. 

We also need to do more of this "research on research" - which should be done from both ethical and 

technical (methodological) perspectives. Unfortunately, accounting researchers are all too busy to make 

numbers of publications - they are not willing to think (about what they are doing) and not willing to 

learn new knowledge about how to produce better quality research. As the editor of the new 

[JOURNAL] said in the inaugural issue of the journal: Most people's gut feeling is that accounting 

research is stale - not moving anywhere. Other fields of social science are not perfect, but we are much 

worse. We are behind by at least 30 years...To address a right issue, you are doing a right thing.           

79-Full Professor-Laboratory Experiments 

I have some concerns with the idea of replication; it is difficult to replicate a study in the exact same 

condition as it was conducted. So to protect the original authors, there must be some guidelines on 

replication studies as well as guidelines on acceptable use of discretion.   

85-Full Professor-Laboratory Experiments 

I am worried that with so much distrust in our world today, funding sources and the general populous 

will start discrediting research. In some ways, we have to get ahead of this by practicing the best of 

policies in relation to sound scientific methods and review controls. I look forward to reading the results 

of this study as I think they will inform this debate. 

100-Assistant Professor-Laboratory Experiments 

To some degree, if we live in a world where we must trust - then we should learn to trust and teach 

researchers to be trustworthy.  I'm not sure that this features heavily in the programs of most Phd 

granting institutions. 

102-Associate Professor-Laboratory Experiments 

Reviewers should understand that the goal of a reviewer is not to make sure the author writes the best 

paper ever written. By asking so many additional tests and additional experiments, reviewers also 

reduce the lack of communication between papers that are published over time. In the past, refining 

insights and increasing reliability happened through communication across papers over time: paper T 

tested a hypothesis and documents some results, paper T+1 indicates that these findings are driven by a 

selection effect, paper T+2 incorporates this selection effect and shows a moderator or unravels the 
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behavioral mechanism,.... These days, all these messages should be included in 1 paper, implying that 

the biggest part of the communication is between the author and the reviewer. As such communication 

is hidden for the research community, doubts about reliability increase and the path towards certain 

insights becomes less clear.  

105-Associate Professor-Laboratory Experiments 

I don't think it's surprising that we're now seeing major results that do not replicate.  When I do my own 

work now, I often think about whether the paper would likely replicate.  If I'm legitimately worried that 

it wouldn't replicate (because, for example, it took 4 pilot studies to get the instrument right), I try to 

collect more data.  But I have the luxury of doing this, because I'm tenured at a school that values 

research from a variety of different journals.  I think it's more difficult for untenured faculty to maintain 

that type of attitude because they feel tremendous pressure to get papers published, with little regard 

for the long run impact of their work. When I've started papers with junior faculty (with good training!) 

in recent years, they seem to want to use a "let's run a bunch of experiments and see what we get and 

then try to explain it" approach.  That approach doesn't work for me; it seems to produce a large 

quantity of questionable data.  But I think it probably IS the correct approach in terms of getting lots of 

things published, especially in the current environment where you can publish papers with very little 

theory.  I know I sound judgmental (I guess because I am, a little).  But these faculty are not unethical 

people; they're just responding to their incentive structures. 

109-Full Professor-Other Methodology 

We should welcome replications, require clear descriptions of exactly how samples are selected, 

treated, manipulated, tested.  We should welcome papers that are well-designed even if the results are 

not-significant.  If people use hypothesis testing the alternative and null should be clear alternatives, 

interpretations of the results should be clear.  OFten times there are many alternative explanations 

besides the one proposed in teh paper, but significance is taken as support for the one proposed, when 

other explanations are entirely possible. 

 

Give discussion of actual significance..the "oomph" that [AUTHOR] talks about.  

Ask if conditions for regression analysis are actually met every time regression is used. [AUTHOR] would 

say they are not. 

Be more careful as researchers, more humble and more modest. 

114-Associate Professor-Other Methodology 

I classified myself as "other" in the first question because for many years I have used many different 

methods.  It's hard to say which is the primary one.  The paper that got me into your sample was a 

behavioral experiment. 

129-Full Professor-Archival 

The stress of publishing causes most quality-reducing "discretion."  If acceptance rates were higher or 

A+ outlets more numerous, quality might improve.  

144-Full Professor-Archival 

Drop the notion of testing hypotheses in favor of examining research questions. 

145-Full Professor-Archival 

I do not know what other researchers do. However, I can understand why they use discretion. I sense 
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underlying normative assumptions in the questions asked in this survey: the multiple "measures and 

analyses" should have been measured and analyzed; the multiple "samples or subsamples" should have 

been analyzed separately; the multiple "hypotheses" should have been stated and led to reported 

results. My experience is that authors try to sample properly, measure properly, hypothesize properly, 

and properly report their results. By "properly", I mean in a way that best addresses the research 

question, in a way that is supported by theory, and using methods that are grounded in and supportable 

by prior research. Then, during the review process, they receive feedback. Some of the feedback is good 

in that it challenges the sampling, measurement, hypotheses, and design by referring to theory and/or 

the results of published research. If, after receiving this feedback, the author runs a theoretically 

justifiable robustness test (driven by a new measurement or a change in design), the author must report 

it. However, a substantial portion of the feedback is driven by referee speculation or by a referee's 

expectation that the author answer every question in the research area or extend the analysis further by 

investigating the referee's new hypothesis. The author is defenseless against this type of feedback. 

Basically, the author has to do all of the robustness tests, report them, and try to get them thrown out 

of the paper. Often, the referee's speculation is not accompanied by a defendable design on how to deal 

with the issue, and authors have to try multiple measures, methods and specifications. I would not be 

surprised to discover that, during this process, some of the tests don't work out and the author does not 

report them. Empirical evidence of the author's defenseless position (and the fact that most of them do 

report everything they do) is provided by the insufferably long and unfocused papers published in our 

top journals that are littered with numerous long footnotes, extensive back ends of quick and dirty 

robustness checks, and laundry lists of results motivated by speculation rather than solid theory. 

 

Discretion in research can be good or bad, just like discretion in accounting choice and measurement 

can be good or bad. Certainly, bad discretion is a problem. But, I don't believe that it is as prevalent or as 

big of a problem relative to the problems in accounting research caused by a review process that has 

gotten out of control, causing authors to reduce the readability and impact of their papers by loading 

them up with speculation-driven hypotheses and tests. 

146-Associate Professor-Archival 

this is a useful service you are doing  

 

I believe we waste enormous time on the same paper and topic to comply with pseudo-scientific 

standards (which differs enormously across editors, journal, reviewers), at the expense of productivity 

and innovation (compared to other disciplines) . It will only change with a deep reform of the 

publication process and greater transparency 

147-Assistant Professor-Archival 

No paper will ever be perfect, but we should be as transparant as possible about the limitations of our 

work. 

157-Assistant Professor-Archival 

While I think statistical discretion is an issue in accounting research, for unethical authors pushing the 

limits on this, I think there are bigger concerns.  
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164-Assistant Professor-Archival 

I actually think that an online journal of "non-results" is a great way to reduce the adverse impacts of 

discretion of researchers.   

171-Full Professor-Archival 

Again, I think you might find some great insights in the [PAPER] paper referenced above. Good luck! 

176-Associate Professor-Archival 

Perspective from reviewers about strict cut-offs at the 5% and 10% levels. 

218-Full Professor-Archival 

some constructive suggestions on improving current review process would interest authors or readers.  

A peer-review system has now become a friend-review system with all these conferences and social 

media connections.  

231-Full Professor-Archival 

I look forward to seeing what you find. 

233-Full Professor-Archival 

With respect to significant results which are the exact opposite to the theory/hypotheses, I think our 

first instinct is to abandon the work.  I think significant results tell if done correctly has something to 

offer.  Often researchers do not want to challenge the existing paradigm.  I believe that is one of the big 

mistakes in empirical research. 

234-Full Professor-Archival 

Some empirical findings just don't pass the smell test. 

239-Assistant Professor-Archival 

I think you should follow up with a second email asking people to state what papers they could not get 

to replicate, for those that reported that has happened tot hem.  Then, you put together a group of folks 

that would participate in an replication project, similar to what has been done in other fields. You could 

not make the same statements as you could in other fields about the reliability in general of the work, 

but, you could make the point that you found, easily, 20-30 studies that are very highly cited that simply 

would not replicate. 

251-Full Professor-Archival 

If I never hear the word endogeneity again in my life, it will be too soon.  If endogeneity is a first, 

second, or third order concern, then it is incumbent on researchers to address it.  But most of the times I 

have heard that raised lately, it seems about a 100th order concern.  Do we really think that firms hire 

chief executives primarily for their (likely) financial and tax reporting choices rather than their industry-

specific expertise, or their entrepreneurial, marketing, or managerial skills????? 

 

I guess the bigger issue is, reviewers and editors, please think about the actual plausibility or feasibility 

of the alternative explanations you are asking authors to consider. 

265-Assistant Professor-Archival 

I had trouble answering the survey questions because I often didn't understand what the question was 

asking, or how I was supposed to measure something. If you have a chance to do this again, you might 
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consider asking things like "How often do you go back and change hypotheses after seeing data?" "What 

are the most common reasons that this occurs?" "How often do you omit hypotheses and/or analyses 

after running them?" "What are the most common reasons that this occurs?".  You could then ask for 

how often this happens BEFORE entering the review process versus AFTER entering the review process 

(e.g., author discretion before vs. reviewer discretion after). I don't think researchers can objectively (or 

even usefully) answer how often quality improved, or whether this made results overstated. Hindsight 

bias is already at play, and I would hope that researchers aren't being malicious. I think we justify to 

ourselves why we had to do something, so I don't know how to answer the questions the way that they 

were posed here.  

272-Associate Professor-Archival 

I personally experienced some papers that I failed to replicate.   

273-Associate Professor-Archival 

I honestly am tired of the entire publication process in accounting. Good questions are good questions, 

whatever the data says ex post.  We should publish more no-results papers. We should also publish 

more experiments and field studies to help triangulate archival research.  Archival research should have 

a role in documenting correlations, whether they exist or not.  This builds the basis for a meta analysis 

that can capture grand takeaways eventually.  If papers are well thought out and questions are good, we 

should have 1 round of review.  Not 3 to 5 where we do round after round of robustness checks, 

HARKING, and hunting to see the fully glory of a 10th order effect. 

274-Full Professor-Archival 

I may be naive, but I believe many of the problems caused by researcher discretion are the result of a 

lack of awareness of the issues.  The more that can be done to call this to the attention of researchers, 

the less of a problem this will be. 

279-Full Professor-Archival 

I tried to just answer the questions without thinking about them too much, but still, I felt competing 

pressures to say what would make me look good, vs. what I think the researchers want me to say, vs. 

what I actually do.  

293-Full Professor-Archival 

- 

297-Full Professor-Surveys 

My personal observation is that PhD's in accounting increasingly do not have a clue about what they are 

doing. They collect data, crank out statements that make sense only to the community they aspire to be 

taken seriously by. This simply does not need to be like that, but it takes age and tenure to change this. 

301-Assistant Professor-Surveys 

Virtually the entire research process is one requiring discretion, and I think by and large researchers are 

appropriate in their use of this discretion. But the incentive structure to push the boundaries of that 

discretion is incredibly strong, and can sometimes lead to the letter of the discretion law being met (e.g., 

no intentional deceit or false statements) while sacrificing the spirit of the discretion law. I see that as 

largely institutional in nature. Accounting academia unfortunately doesn't value or reward the reporting 

of non-results (or replications) in the top journals, unlike other disciplines, and competition is stiff for 
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journal space, so scholars will of course oblige and give the journals/editors/reviewers what they want 

â€“ confirmed hypotheses and positive results. 
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